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Preface to the electronic edition

This book was originally published by Cambridge University Press in June of 2002.
The entire print run was sold out in less than 16 months, and the book has been offi-
cially out of print since October of 2003. By agreement with Cambridge University
Press, this electronic edition is intended to make the book continually available via
the Internet at the World Wide Web site

http://www.giss.nasa.gov/~crmim/books.html

No significant revision of the text has been attempted; the pagination and the num-
bering of equations follow those of the original hardcopy edition. However, almost all
illustrations have been improved, several typos have been corrected, some minor im-
provements of the text have been made, and a few recent references have been added.

We express sincere gratitude to Andrew Mishchenko for excellent typesetting and
copy-editing work and to Nadia Zakharova and Lilly Del Valle for help with graphics.
The preparation of this electronic edition was sponsored by the NASA Radiation Sci-
ences Program managed by Donald Anderson.

We would greatly appreciate being informed of any typos and/or factual inaccura-
cies that you may find either in the original hardcopy edition of the book or in this
electronic release. Please communicate them to Michael Mishchenko at

crmim@giss.nasa.gov

Michael I. Mishchenko
Larry D. Travis

Andrew A. Lacis

New York
May 2004
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Preface to the original hardcopy edition

The phenomena of scattering, absorption, and emission of light and other electromag-
netic radiation by small particles are ubiquitous and, therefore, central to many science
and engineering disciplines.  Sunlight incident on the earth’s atmosphere is scattered by
gas molecules and suspended particles, giving rise to blue skies, white clouds, and vari-
ous optical displays such as rainbows, coronae, glories, and halos.  By scattering and
absorbing the incident solar radiation and the radiation emitted by the underlying surface,
cloud and aerosol particles affect the earth’s radiation budget.  The strong dependence of
the scattering interaction on particle size, shape, and refractive index makes measure-
ments of electromagnetic scattering a powerful noninvasive means of particle characteri-
zation in terrestrial and planetary remote sensing, biomedicine, engineering, and astro-
physics.  Meaningful interpretation of laboratory and field measurements and remote
sensing observations and the widespread need for calculations of reflection, transmission,
and emission properties of various particulate media require an understanding of the un-
derlying physics and accurate quantitative knowledge of the electromagnetic interaction
as a function of particle physical parameters.

This volume is intended to provide a thorough updated treatment of electromag-
netic scattering, absorption, and emission by small particles. Specifically, the book

● introduces a general formalism for the scattering, absorption, and emission of
light and other electromagnetic radiation by arbitrarily shaped and arbitrarily ori-
ented particles;

● discusses the relation of radiative transfer theory to single-scattering solutions of
Maxwell’s equations;

● describes exact theoretical methods and computer codes for calculating the scat-
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tering, absorption, and emission properties of arbitrarily shaped small particles;
● demonstrates how the scattering and absorption characteristics of small particles

depend on particle size, refractive index, shape, and orientation; and
● illustrates how the high efficiency and accuracy of existing theoretical and ex-

perimental techniques and the availability of fast scientific workstations can re-
sult in advanced physically based applications.

The book is intended for science professionals, engineers, and graduate students
working or specializing in a wide range of disciplines: optics, electromagnetics, opti-
cal and electrical engineering, biomedical optics, atmospheric radiation and remote
sensing, climate research, radar meteorology, planetary physics, oceanography, and
astrophysics.  We assume that the reader is familiar with the fundamentals of classical
electromagnetics, optics, and vector calculus. Otherwise the book is sufficiently self-
contained and provides explicit derivations of all important results.  Although not
formally a textbook, this volume can be a useful supplement to relevant graduate
courses.

The literature on electromagnetic scattering is notorious for discrepancies and in-
consistencies in the definition and usage of terms.  Among the commonly encoun-
tered differences are the use of right-handed as opposed to left-handed coordinate
systems, the use of the time-harmonic factor )iexp( tω−  versus ),iexp( tω  and the
way an angle of rotation is defined.  Because we extensively employ mathematical
techniques of the quantum theory of angular momentum and because we wanted to
make the book self-consistent, we use throughout only right-handed (spherical) coor-
dinate systems and always consider an angle of rotation positive if the rotation is per-
formed in the clockwise direction when one is looking in the positive direction of the
rotation axis (or in the direction of light propagation).  Also, we adopt the time-
harmonic factor ),iexp( tω−  which seems to be the preferred choice in the majority of
publications and implies a non-negative imaginary part of the relative refractive in-
dex.

Because the subject of electromagnetic scattering crosses the boundaries between
many disciplines, it was very difficult to develop a clear and unambiguous notation
system.  In many cases we found that the conventional symbol for a quantity in one
discipline was the same as the conventional symbol for a different quantity in another
discipline.  Although we have made an effort to reconcile tradition and simplicity
with the desire of having a unique symbol for every variable, some symbols ulti-
mately adopted for the book still represent more than one variable.  We hope, how-
ever, that the meaning of all symbols is clear from the context.  We denote vectors
using the Times bold font and matrices using the Arial bold or bold italic font.  Unit
vectors are denoted by a caret, whereas tensors and dyadics are denoted by the dyadic
symbol .↔   The Times italic font is usually reserved for scalar variables. However,
the square root of minus one, the base of natural logarithms, and the differential sign
are denoted by Times roman (upright) characters i, e, and d, respectively.  A table
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containing the symbols used, their meaning and dimension, and the section where
they first appear is provided at the end of the book, to assist the reader.

We have not attempted to compile a comprehensive list of relevant publications
and often cite a book or a review article where further references can be found.  In
this regard, two books deserve to be mentioned specifically. The monograph by
Kerker (1969) provides a list of nearly a thousand papers on light scattering published
prior to 1970, while the recent book edited by Mishchenko et al. (2000a) lists nearly
1400 publications on all aspects of electromagnetic scattering by nonspherical and
heterogeneous particles.

We provide references to many relevant computer programs developed by various
research groups and individuals, including ourselves, and made publicly available
through the Internet. Easy accessibility of these programs can be beneficial both to
individuals who are mostly interested in applications and to those looking for sources
of benchmark results for testing their own codes. Although the majority of these pro-
grams have been extensively tested and are expected to generate reliable results in
most cases provided that they are used as instructed, it is not inconceivable that some
of them contain errors or idiosyncrasies.  Furthermore, input parameters can be used
that are outside the range of values for which results can be computed accurately.  For
these reasons the authors of this book and the publisher disclaim all liability for any
damage that may result from the use of the programs. In addition, although the pub-
lisher and the authors have used their best endeavors to ensure that the URLs for the
external websites referred to in this book are correct and active at the time of going to
press, the publisher and the authors have no responsibility for the websites and can
make no guarantee that a site will remain live or that the content is or will remain
appropriate.

Michael I. Mishchenko
Larry D. Travis

Andrew A. Lacis

New York
November 2001
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Part I

Basic Theory of Electromagnetic Scattering,
Absorption, and Emission
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A parallel monochromatic beam of light propagates in a vacuum without any change
in its intensity or polarization state. However, interposing a small particle into the
beam, as illustrated in panel (a) of the diagram on the next page, causes several dis-
tinct effects.  First, the particle may convert some of the energy contained in the beam
into other forms of energy such as heat. This phenomenon is called absorption.  Sec-
ond, it extracts some of the incident energy and scatters it in all directions at the fre-
quency of the incident beam. This phenomenon is called elastic scattering and, in
general, gives rise to light with a polarization state different from that of the incident
beam. As a result of absorption and scattering, the energy of the incident beam is re-
duced by an amount equal to the sum of the absorbed and scattered energy.  This re-
duction is called extinction. The extinction rates for different polarization components
of the incident beam can be different. This phenomenon is called dichroism and may
cause a change in the polarization state of the beam after it passes the particle. In ad-
dition, if the absolute temperature of the particle is not equal to zero, then the particle
also emits radiation in all directions and at all frequencies, the distribution by fre-
quency being dependent on the temperature. This phenomenon is called thermal emis-
sion.

In electromagnetic terms, the parallel monochromatic beam of light is an oscillat-
ing plane electromagnetic wave, whereas the particle is an aggregation of a large
number of discrete elementary electric charges. The oscillating electromagnetic field
of the incident wave excites the charges to oscillate with the same frequency and
thereby radiate secondary electromagnetic waves. The superposition of the secondary
waves gives the total elastically scattered field. If the particle is absorbing, it causes
dissipation of energy from the electromagnetic wave into the medium. The combined
effect of scattering and absorption is to reduce the amount of energy contained in the
incident wave. If the absolute temperature of the particle differs from zero, electron
transitions from a higher to a lower energy level cause thermal emission of electro-
magnetic energy at specific frequencies. For complicated systems of molecules with a
large number of degrees of freedom, many different transitions produce spectral emis-
sion lines so closely spaced that the resulting radiation spectrum becomes effectively
continuous and includes emitted energy at all frequencies.

Electromagnetic scattering is a complex phenomenon because the secondary
waves generated by each oscillating charge also stimulate oscillations of all other
charges forming the particle. Furthermore, computation of the total scattered field by
superposing the secondary waves must take account of their phase differences, which
change every time the incidence and/or scattering direction is changed. Therefore, the
total scattered radiation depends on the way the charges are arranged to form the par-
ticle with respect to the incident and scattered directions.

Since the number of elementary charges forming a micrometer-sized particle is
extremely large, solving the scattering problem directly by computing and superpos-
ing all secondary waves is impracticable even with the aid of modern computers.
Fortunately, however, the same problem can be solved using the concepts of macro-
scopic electromagnetics, which treat the large collection of charges as a macroscopic
body with a specific distribution of the refractive index. In this case the scattered field
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In (a), (b), and (c) a parallel beam of light is incident from the left. (a) Far-field electromagnetic
scattering by an individual particle in the form of a single body or a fixed cluster. (b) Far-field
scattering by a small volume element composed of randomly positioned, widely separated par-
ticles. (c) Multiple scattering by a layer of randomly and sparsely distributed particles. On the
left of the layer, diffuse reflected light; on the right of the layer, diffuse transmitted light. On
the far right, the attenuated incident beam. (d) Each individual particle in the layer receives and
scatters both light from the incident beam, somewhat attenuated, and light diffusely scattered
from the other particles.
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can be computed by solving the Maxwell equations for the macroscopic electromag-
netic field subject to appropriate boundary conditions. This approach appears to be
quite manageable and forms the basis of the modern theory of electromagnetic scat-
tering by small particles.

We do not aim to cover all aspects of electromagnetic scattering and absorption by
a small particle and limit our treatment by imposing several well-defined restrictions,
as follows.

● We consider only the scattering of time-harmonic, monochromatic or quasi-
monochromatic light in that we assume that the amplitude of the incident
electric field is either constant or fluctuates with time much more slowly than
the time factor ),iexp( tω−  where ω  is the angular frequency and t is time.

● It is assumed that electromagnetic scattering occurs without frequency redis-
tribution, i.e., the scattered light has the same frequency as the incident light.
This restriction excludes inelastic scattering phenomena such as Raman and
Brillouin scattering and fluorescence.

● We consider only finite scattering particles and exclude such peculiar two-
dimensional scatterers as infinite cylinders.

● It is assumed that the unbounded host medium surrounding the scatterer is
homogeneous, linear, isotropic, and nonabsorbing.

● We study only scattering in the far-field zone, where the propagation of the
scattered wave is away from the particle, the electric field vector vibrates in
the plane perpendicular to the propagation direction, and the scattered field
amplitude decays inversely with distance from the particle.

By directly solving the Maxwell equations, one can find the field scattered by an
object in the form of a single body or a fixed cluster consisting of a limited number of
components. However, one often encounters situations in which light is scattered by a
very large group of particles forming a constantly varying spatial configuration. A
typical example is a cloud of water droplets or ice crystals in which the particles are
constantly moving, spinning, and even changing their shapes and sizes due to oscilla-
tions of the droplet surface, evaporation, condensation, sublimation, and melting.
Although such a particle collection can be treated at each given moment as a fixed
cluster, a typical measurement of light scattering takes a finite amount of time, over
which the spatial configuration of the component particles and their sizes, orienta-
tions, and/or shapes continuously and randomly change. Therefore, the registered
signal is in effect a statistical average over a large number of different cluster realiza-
tions.

A logical way of modeling the measurement of light scattering by a random col-
lection of particles would be to solve the Maxwell equations for a statistically repre-
sentative range of fixed clusters and then take the average. However, this approach
becomes prohibitively time consuming if the number of cluster components is large
and is impractical for objects such as clouds in planetary atmospheres, oceanic hydro-
sols, or stellar dust envelopes. Moreover, in the traditional far-field scattering formal-
ism a cluster is treated as a single scatterer and it is assumed that the distance from the
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cluster to the observation point is much larger than any linear dimension of the clus-
ter. This assumption may well be violated in laboratory and remote sensing measure-
ments, thereby making necessary explicit computations of the scattered light in the
near-field zone of the cluster as a whole.

Fortunately, particles forming a random group can often be considered as inde-
pendent scatterers. This means that the electromagnetic response of each particle in
the group can be calculated using the extinction and phase matrices that describe the
scattering of a plane electromagnetic wave by the same particle but placed in an infi-
nite homogeneous space in complete isolation from all other particles (panel (a) of the
diagram). In general, this becomes possible when (i) each particle resides in the far-
field zones of all the other particles forming the group, and (ii) scattering by individ-
ual particles is incoherent, i.e., there are no systematic phase relations between partial
waves scattered by individual particles during the time interval necessary to take the
measurement. As a consequence of condition (ii), the intensities (or, more generally,
the Stokes parameters) of the partial waves can be added without regard to phase. An
important exception is scattering in the exact forward direction, which is always co-
herent and causes attenuation of the incident wave.

The assumption of independent scattering greatly simplifies the problem of com-
puting light scattering by groups of randomly positioned, widely separated particles.
Consider first the situation when a plane wave illuminates a small volume element
containing a tenuous particle collection, as depicted schematically in panel (b) of the
diagram. Each particle is excited by the external field and the secondary fields scat-
tered by all other particles. However, if the number of particles is sufficiently small
and their separation is sufficiently large then the contribution of the secondary waves
to the field exciting each particle is much smaller than the external field. Therefore,
the total scattered field can be well approximated by the sum of the fields generated
by the individual particles in response to the external field in isolation from the other
particles. This approach is called the single-scattering approximation. By assuming
also that particle positions are sufficiently random, one can show that the optical cross
sections and the extinction and phase matrices of the volume element are obtained by
simply summing the respective characteristics of all constituent particles.
 When the scattering medium contains very many particles, the single-scattering
approximation is no longer valid. Now one must explicitly take into account that each
particle is illuminated by light scattered by other particles as well as by the (attenu-
ated) incident light, as illustrated in panels (c) and (d) of the diagram. This means that
each particle scatters light that has already been scattered by other particles, so that
the light inside the scattering medium and the light leaving the medium have a sig-
nificant multiply scattered (or diffuse) component. A traditional approach in this case
is to find the intensity and other Stokes parameters of the diffuse light by solving the
so-called radiative transfer equation. This technique still assumes that particles form-
ing the scattering medium are randomly positioned and widely separated and that the
extinction and phase matrices of each small volume element can be obtained by inco-
herently adding the respective characteristics of the constituent particles.

Thus, the treatment of light scattering by a large group of randomly positioned,
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widely separated particles can be partitioned into three consecutive steps:

● computation of the far-field scattering and absorption properties of an indi-
vidual particle by solving the Maxwell equations;

● computation of the scattering and absorption properties of a small volume
element containing a tenuous particle collection by using the single-scattering
approximation; and

● computation of multiple scattering by the entire particle group by solving the
radiative transfer equation supplemented by appropriate boundary conditions.

Although the last two steps are inherently approximate, they are far more practicable
than attempting to solve the Maxwell equations for large particle collections and usu-
ally provide results accurate enough for many applications. A notable exception is the
exact backscattering direction, where so-called self-avoiding reciprocal multiple-
scattering paths in the particle collection always interfere constructively and cause a
coherent intensity peak. This phenomenon is called coherent backscattering (or weak
photon localization) and is not explicitly described by the standard radiative transfer
theory.

When a group of randomly moving and spinning particles is illuminated by a
monochromatic, spatially coherent plane wave (e.g., laser light), the random con-
structive and destructive interference of the light scattered by individual particles
generates in the far-field zone a speckle pattern that fluctuates in time and space.  In
this book we eliminate the effect of fluctuations by assuming that the Stokes parame-
ters of the scattered light are averaged over a period of time much longer than the
typical period of the fluctuations. In other words, we deal with the average, static
component of the scattering pattern. Therefore, the subject of the book could be called
static light scattering. Although explicit measurements of the spatial and temporal
fluctuations of the speckle pattern are more complicated than measurements of the
averages, they can contain useful information about the particles complementary to
that carried by the mean Stokes parameters. Statistical analyses of light scattered by
systems of suspended particles are the subject of the discipline called photon correla-
tion spectroscopy (or dynamic light scattering) and form the basis of many well es-
tablished experimental techniques. For example, instruments for the measurement of
particle size and dispersity and laser Doppler velocimeters and transit anemometers
have been commercially available for many years. More recent research has demon-
strated the application of polarization fluctuation measurements to particle shape
characterization (Pitter et al. 1999; Jakeman 2000). Photon correlation spectroscopy is
not discussed in this volume;  the interested reader can find the necessary information
in the books by Cummins and Pike (1974, 1977), Pecora (1985), Brown (1993), Pike
and Abbiss (1997), and Berne and Pecora (2000) as well as in the recent feature issues
of Applied Optics edited by Meyer et al. (1997, 2001).
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Chapter 1

Polarization characteristics of electromagnetic
radiation

The analytical and numerical basis for describing scattering properties of media com-
posed of small discrete particles is formed by the classical electromagnetic theory.
Although there are several excellent textbooks outlining the fundamentals of this the-
ory, it is convenient for our purposes to begin with a summary of those concepts and
equations that are central to the subject of this book and will be used extensively in
the following chapters.

We start by formulating Maxwell’s equations and constitutive relations for time-
harmonic macroscopic electromagnetic fields and derive the simplest plane-wave
solution, which underlies the basic optical idea of a monochromatic parallel beam of
light.  This solution naturally leads to the introduction of such fundamental quantities
as the refractive index and the Stokes parameters. Finally, we define the concept of a
quasi-monochromatic beam of light and discuss its implications.

1.1 Maxwell’s equations, time-harmonic fields, and the
Poynting vector

The mathematical description of all classical optics phenomena is based on the set of
Maxwell’s equations for the macroscopic electromagnetic field at interior points in
matter, which in SI units are as follows (Jackson 1998):

,ρ=⋅∇ D    (1.1)

, 
t∂

∂−=×∇ BE    (1.2)

,0=⋅∇ B    (1.3)
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,
t∂

∂+=×∇ DJH    (1.4)

where t is time, E the electric and H the magnetic field, B the magnetic induction, D
the electric displacement, and ρ  and J the macroscopic (free) charge density and
current density, respectively.  All quantities entering Eqs. (1.1)–(1.4) are functions of
time and spatial coordinates. Implicit in the Maxwell equations is the continuity
equation

,0=⋅∇+
∂
∂ J

t
ρ    (1.5)

which can be derived by combining the time derivative of Eq. (1.1) with the diver-
gence of Eq. (1.4).  The vector fields entering Eqs. (1.1)–(1.4) are related by

,0 PED += ε     (1.6)

,1
0

MBH −=
µ

   (1.7)

where P is the electric polarization (average electric dipole moment per unit volume),
M is the magnetization (average magnetic dipole moment per unit volume), and 0ε
and 0µ  are the electric permittivity and the magnetic permeability of free space.
Equations (1.1)–(1.7) are insufficient for a unique determination of the electric and
magnetic fields from a given distribution of charges and currents and must be sup-
plemented with so-called constitutive relations:

,EJ σ=       (1.8)

,HB µ=    (1.9)

,0 EP χε=   (1.10)

where σ  is the conductivity, µ  the permeability, and χ  the electric susceptibility.
For linear and isotropic media, ,σ  ,µ  and χ  are scalars independent of the fields.
The microphysical derivation and the range of validity of the macroscopic Maxwell
equations are discussed in detail by Jackson (1998).

The Maxwell equations are strictly valid only for points in whose neighborhood
the physical properties of the medium, as characterized by ,σ  ,µ  and ,χ  vary con-
tinuously.  Across an interface separating one medium from another the field vectors
E, D, B, and H may be discontinuous.  The boundary conditions at such an interface
can be derived from the integral equivalents of the Maxwell equations (Jackson 1998)
and are as follows:

1. There is a discontinuity in the normal component of D:

,ˆ)( 12 Sρ=⋅− nDD              (1.11)
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where n̂  is the unit vector directed along the local normal to the interface sepa-
rating media 1 and 2 and pointing toward medium 2 and Sρ  is the surface
charge density (the charge per unit area).

2. There is a discontinuity in the tangential component of H:

,)(ˆ 12 SJHHn =−×  (1.12)

where SJ  is the surface current density.  However, media with finite conduc-
tivity cannot support surface currents, so that

ty).conductivi (finite    0)(ˆ 12 =−× HHn        (1.13)

3. The normal component of B and the tangential component of E are continuous:

,0ˆ)( 12 =⋅− nBB  (1.14)

.0)(ˆ 12 =−× EEn   (1.15)

The boundary conditions (1.11)–(1.15) are useful in solving the Maxwell equations in
different adjacent regions with continuous physical properties and then linking the
partial solutions to determine the fields throughout all space.

We assume that all fields and sources are time-harmonic and adopt the standard
practice of representing real time-dependent fields as real parts of the respective com-
plex fields, viz.,

],e)(e)([]e)(Re[),(Re),( ii
2
1i

c
ttttt ωωω rErErErErE ∗−− +≡==  (1.16)

where r is the position (radius) vector, ω  the angular frequency, ,1i −=  and the
asterisk denotes a complex-conjugate value. Then we can derive from Eqs. (1.1)–
(1.10)

,0)]([or            )()( =⋅∇=⋅∇ rErrD ερ  (1.17)

),(i)( rHrE ωµ=×∇   (1.18)

,0)]([ =⋅∇ rHµ   (1.19)

),(i)(i)()( rErDrJrH ωεω −=−=×∇   (1.20)

where

ω
σχεε i)1(0 ++=  (1.21)

is the (complex) permittivity.  Under the complex time-harmonic representation, the
constitutive coefficients ,σ  ,µ  and χ  can be frequency dependent and are not re-
stricted to be real (Jackson 1998).  For example, a complex permeability implies a
difference in phase between the real time-harmonic magnetic field H and the corre-
sponding real time-harmonic magnetic induction B.  We will show later that complex
ε  and/or µ  results in a non-zero imaginary part of the refractive index, Eq. (1.44),



1   Polarization characteristics of electromagnetic radiation 11

thereby causing the absorption of electromagnetic energy, Eq. (1.45), by converting it
into other forms of energy such as heat.

Note that the scalar or the vector product of two real vector fields is not equal to
the real part of the respective product of the corresponding complex vector fields.
Instead we have

),(),(),( tttc rbrar ⋅=
  ]e)(e)([]e)(e)([ iiii

4
1 tttt ωωωω rbrbrara ∗−∗− +⋅+=

  ]e)()()()(Re[ i2
2
1 tω−∗ ⋅+⋅= rbrarbra  (1.22)

and similarly for a vector product.  A common situation in practice is that the angular
frequency ω  is so high that a measuring instrument is not capable of following the
rapid oscillations of the instantaneous product values but rather responds to a time
average

),,(d
∆
1)(

∆  

  
tct

t
c

tt

t

′′=��

+

rr  (1.23)

where ∆t is a time interval long compared with .1 ω   Therefore, it follows from Eq.
(1.22) that for time averages of products, one must take the real part of the product of
one complex field with the complex conjugate of the other, e.g.,

.)]()(Re[)( 2
1 rbrar ∗⋅=��c  (1.24)

The flow of the electromagnetic energy is described by the so-called Poynting
vector S.  The expression for S can be derived by considering the conservation of
energy and taking into account that the magnetic field can do no work and that for a
local charge q the rate of doing work by the electric field is ),,()()( tq rErvr ⋅  where v
is the velocity of the charge.  Accordingly, consider the integral

)()(d
2
1

  
rErJ ⋅∗V

V
 (1.25)

over a finite volume V, whose real part gives the time-averaged rate of work done by
the electromagnetic field and which must be balanced by the corresponding rate of
decrease of the electromagnetic energy within V.  Using Eqs. (1.18) and (1.20) and
the vector identity

),()()( baabba ×∇⋅−×∇⋅=×⋅∇  (1.26)

we derive

)](i)([)(d
2
1)()(d

2
1

    
rDrHrErErJ ∗∗∗ −×∇⋅=⋅ ωVV

VV

   .)]}()()()([i)]()([{d
2
1

  
rHrBrDrErHrE ∗∗∗ ⋅−⋅−×⋅−∇= ωV

V

 (1.27)
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If we now define the complex Poynting vector

)]()([)( 2
1 rHrErS ∗×=  (1.28)

and the harmonic electric and magnetic energy densities

)],()([)(        )],()([)( 4
1

m4
1

e rHrBrrDrEr ∗∗ ⋅=⋅= ww  (1.29)

and use the Gauss theorem, we have instead of Eq. (1.27)

,0)]()([di2 ˆ)(d)()(d
2
1

me
      

=−+⋅+⋅∗ rrnrSrErJ wwVSV
VSV

ω  (1.30)

where the closed surface S encloses the volume V and n̂  is a unit vector in the direc-
tion of the local outward normal to the surface.  The real part of Eq. (1.30) manifests
the conservation of energy for the time-averaged quantities by requiring that the rate
of the total work done by the fields on the sources within the volume, the electromag-
netic energy flowing out through the volume boundary per unit time, and the time rate
of change of the electromagnetic energy within the volume add up to zero.  The time-
averaged Poynting vector �� )(rS  is equal to the real part of the complex Poynting
vector,

)],(Re[)( rSrS =��

and has the dimension of [energy/(area× time)].  The net rate W at which the electro-
magnetic energy crosses the surface S is

.ˆ)(d
  

nrS ⋅��−= SW
S

 (1.31)

The rate is positive if there is a net transfer of electromagnetic energy into the volume
V and is negative otherwise.

1.2 Plane-wave solution

A fundamental feature of the Maxwell equations is that they allow for a simple trav-
eling-wave solution, which represents the transport of electromagnetic energy from
one point to another and embodies the concept of a perfectly monochromatic parallel
beam of light.  This solution is a plane electromagnetic wave propagating in a homo-
geneous medium without sources and is given by

),iiexp(),(        ),iiexp(),( 0c0c tttt ωω −⋅=−⋅= rkHrHrkErE  (1.32)

where 0E  and 0H  are constant complex vectors.  The wave vector k is also constant
and may, in general, be complex:

,i IR kkk +=  (1.33)
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where Rk  and Ik  are real vectors.  We thus have

),iiexp()exp(),( RI0c tt ω−⋅⋅−= rkrkErE  (1.34)
).iiexp()exp(),( RI0c tt ω−⋅⋅−= rkrkHrH  (1.35)

)exp( I0 rkE ⋅−  and )exp( I0 rkH ⋅−  are the amplitudes of the electric and magnetic
waves, respectively, while tω−⋅rk R  is their phase.  Obviously, Rk  is normal to the
surfaces of constant phase, whereas Ik  is normal to the surfaces of constant ampli-
tude.  (A plane surface normal to a real vector K is defined as constant,=⋅Kr  where
r is the radius vector drawn from the origin of the reference frame to any point in the
plane; see Fig. 1.1.)  Surfaces of constant phase propagate in the direction of Rk  with
the phase velocity .|| Rkω=v  The electromagnetic wave is called homogeneous
when Rk  and Ik are parallel (including the case Ik = 0); otherwise it is called inho-
mogeneous.  When ,IR kk  the complex wave vector can be written as =k

,ˆ)i( IR nkk +  where n̂  is a real unit vector in the direction of propagation and both Rk
and Ik  are real and non-negative.

The Maxwell equations for the plane wave take the form

,00 =⋅Ek  (1.36)
,00 =⋅ Hk  (1.37)

,00 HEk ωµ=×  (1.38)
.00 EHk ωε−=×  (1.39)

The first two equations indicate that the plane electromagnetic wave is transverse:
both 0E  and 0H  are perpendicular to k.   Furthermore, it is evident from Eq. (1.38)
or (1.39) that 0E  and 0H  are mutually perpendicular: .000 =⋅ HE   Since ,0E  ,0H
and k  are, in general, complex vectors, the physical interpretation of these facts can
be far from obvious.  It becomes most transparent when ,ε  ,µ  and k  are real.  The

KrKrKr
K

⋅=⋅=⋅ 321

:tonormalsurfacePlane

O

K

1r

2r

3r

Figure 1.1.  Plane surface normal to a real vector K.
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reader can verify that in this case the real field vectors E and H are mutually perpen-
dicular and lie in a plane normal to the direction of wave propagation.

Equations (1.32) and (1.38) yield ).,()(),( c
1

c tt rEkrH ×= −ωµ   Therefore, a
plane electromagnetic wave can always be considered in terms of only the electric (or
only the magnetic) field.

By taking the vector product of both sides of Eq. (1.38) with k and using Eq.
(1.39) and the vector identity

),()()( baccabcba ⋅−⋅=××  (1.40)

together with Eq. (1.36), we derive

.εµω 2kk =⋅  (1.41)

In the practically important case of a homogeneous plane wave, we obtain from Eq.
(1.41)

,i IR c
kkk mωεµω ==+=  (1.42)

where k is the wave number,

00

1
µε

=c  (1.43)

is the speed of light in a vacuum, and

εµ
µε

εµ c==+=
00

IR immm   (1.44)

is the complex refractive index with non-negative real part Rm  and non-negative
imaginary part .Im   Thus, the plane homogeneous wave has the form

.iˆi exp ˆ exp),( RI0c �
�

�
�
�

� −⋅�
�

�
�
�

� ⋅−= t
cc

t ωωω rnrnErE mm  (1.45)

If the imaginary part of the refractive index is non-zero, then it determines the decay
of the amplitude of the wave as it propagates through the medium, which is thus ab-
sorbing.  The real part of the refractive index determines the phase velocity of the
wave: .Rmc=v   For a vacuum, 1R == mm  and .c=v

As follows from Eqs. (1.28), (1.32), (1.38), and (1.40), the time-averaged
Poynting vector of a plane wave is

 )]()(Re[)( 2
1 rHrErS ∗×=��

  . 
2

)]()[()]()([Re
�
�
�

�
�
� ⋅−⋅= ∗

∗∗∗∗

ωµ
rEkrErErEk  (1.46)

If the wave is homogeneous, then 0=⋅Ek  and so ,0=⋅∗ Ek  and
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.ˆˆ2 exp||Re)( I
2

02
1 nrnErS �

�

�
�
�

� ⋅−
��

�
	



��

�
�


=�� m
c
ω

µ
ε  (1.47)

Thus, �� )(rS  is in the direction of propagation and its absolute value |,)(|)( ��= rSrI
usually called the intensity (or irradiance), is exponentially attenuated provided that
the medium is absorbing:

,e)( ˆ
0

rnr ⋅−= αII  (1.48)

where 0I  is the intensity at r = 0.  The absorption coefficient α  is

,42 I
I λ

πωα m
m ==

c
 (1.49)

where

ω
πλ c2=  (1.50)

is the free-space wavelength.  The intensity has the dimension of monochromatic en-
ergy flux: [energy/(area× time)].

The reader can verify that the choice of the time dependence )iexp( tω  rather than
)iexp( tω−  in the complex representation of time-harmonic fields in Eq. (1.16) would

have led to IR immm −=  with a non-negative .Im   The )iexp( tω−  time-factor con-
vention adopted here has been used in many other books on optics and light scattering
(e.g., Born and Wolf 1999; Bohren and Huffman 1983; Barber and Hill 1990) and is a
nearly standard choice in electromagnetics (e.g., Stratton 1941; Tsang et al. 1985;
Kong 1990; Jackson 1998) and solid-state physics.  However, van de Hulst (1957)
and Kerker (1969) used the time factor ),iexp( tω  which implies a non-positive
imaginary part of the complex refractive index.  It does not matter in the final analysis
which convention is chosen because all measurable quantities of practical interest are
always real.  However, it is important to remember that once a choice of the time
factor has been made, its consistent use throughout all derivations is essential.

1.3 Coherency matrix and Stokes parameters

Most photometric and polarimetric optical instruments cannot measure the electric
and magnetic fields associated with a beam of light; rather, they measure quantities
that are time averages of real-valued linear combinations of products of field vector
components and have the dimension of intensity. Important examples of such observ-
able quantities are so-called Stokes parameters. In order to define them, we will use
the spherical coordinate system associated with a local right-handed Cartesian coordi-
nate system having its origin at the observation point, as shown in Fig. 1.2.  The di-
rection of propagation of a plane electromagnetic wave in a homogeneous nonab-
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sorbing medium is specified by a unit vector n̂  or, equivalently, by a couplet ),,( ϕϑ
where ] ,0[ πϑ ∈  is the polar (zenith) angle measured from the positive z-axis and

)2 ,0[ πϕ ∈  is the azimuth angle measured from the positive x-axis in the clockwise
direction when looking in the direction of the positive z-axis. Since the medium is
assumed to be nonabsorbing, the component of the electric field vector along the di-
rection of propagation n̂  is equal to zero, so that the electric field at the observation
point is given by ,ϕϑ EEE += where ϑE  and ϕE  are the -ϑ  and -ϕ components of

the electric field vector. The component ϑ̂ϑϑ E=E  lies in the meridional plane (i.e.,
plane through n̂  and the z-axis), whereas the component ϕ̂ϕϕ E=E  is perpendicular

to this plane; ϑ̂  and ϕ̂  are the corresponding unit vectors such that .ˆˆˆ ϕϑ ×=n  Note
that in the microwave remote sensing literature, ϑE  and ϕE  are often denoted as vE
and hE  and called the vertical and horizontal electric field vector components, re-
spectively (e.g., Tsang et al. 1985; Ulaby and Elachi 1990).

The specification of a unit vector n̂  uniquely determines the meridional plane of
the propagation direction except when n̂  is oriented along the positive or negative
direction of the z-axis. Although it may seem redundant to specify ϕ  in addition to ϑ
when ,or    0 πϑ =  the unit ϑ  and ϕ  vectors and, thus, the electric field vector com-
ponents ϑE  and ϕE  still depend on the orientation of the meridional plane. There-
fore, we will always assume that the specification of n̂  implicitly includes the speci-
fication of the appropriate meridional plane in cases when n̂  is parallel to the z-axis.
To minimize confusion, we often will specify explicitly the direction of propagation
using the angles ϑ  and ;ϕ  the latter uniquely defines the meridional plane when

0=ϑ  or .π
Consider a plane electromagnetic wave propagating in a medium with constant

real ,ε  ,µ  and k and given by

ϕ
x

yO

z

ϑ

ϑ̂

ϕ̂

n̂ =ϑ̂×ϕ̂

Figure 1.2.  Coordinate system used to describe the direction of propagation and the polariza-
tion state of a plane electromagnetic wave.



1   Polarization characteristics of electromagnetic radiation 17

).iˆiexp(),( 0c tkt ω−⋅= rnErE  (1.51)

The simplest complete set of linearly independent quadratic combinations of the
electric field vector components with non-zero time averages consists of the follow-
ing four quantities:

,00cc
∗∗ = ϑϑϑϑ EEEE   ,00cc

∗∗ = ϕϑϕϑ EEEE   ,00cc
∗∗ = ϑϕϑϕ EEEE   .00cc

∗∗ = ϕϕϕϕ EEEE

The products of these quantities and µε2
1  have the dimension of monochromatic

energy flux and form the 22×  so-called coherency (or density) matrix :ρ

. 
2
1

0000

0000

2221

1211

�
�
�

�

�
�
�

�
=�

�

�
�
�

�
=

∗∗

∗∗

ϕϕϑϕ

ϕϑϑϑ

µ
ε

ρρ
ρρ

EEEE
EEEE

ρ  (1.52)

The completeness of the set of the four coherency matrix elements means that any
plane-wave characteristic directly observable with a traditional optical instrument is a
real-valued linear combination of these quantities.

Since 12ρ  and 21ρ  are, in general, complex, it is convenient to introduce an alter-
native complete set of four real, linearly independent quantities called Stokes pa-
rameters.  Let us first group the elements of the 22×  coherency matrix into a 14×
coherency vector (O’Neill 1992):

. 
2
1

00

00

00

00

22

21

12

11

�
�
�
�
�

�

�

�
�
�
�
�

�

�

=

�
�
�
�
�

�

�

�
�
�
�
�

�

�

=

∗

∗

∗

∗

ϕϕ

ϑϕ

ϕϑ

ϑϑ

µ
ε

ρ
ρ
ρ
ρ

EE
EE
EE
EE

J  (1.53)

The Stokes parameters I, Q, U, and V are then defined as the elements of a 14×  col-
umn vector ,I  otherwise known as the Stokes vector, as follows:

,

)2Im(
   )Re(2

 
2
1  

)(i

 
2
1

00

00

0000

0000

0000

0000

0000

0000

�
�
�
�
�

�

�

�
�
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�
�

�

�

−
−
+

=

�
�
�
�
�

�

�

�
�
�
�
�

�

�

−
−−

−
+

==

�
�
�
�
�

�

�

�
�
�
�
�

�

�

=

∗

∗

∗∗

∗∗

∗∗

∗∗

∗∗

∗∗

ϕϑ

ϕϑ

ϕϕϑϑ

ϕϕϑϑ

ϕϑϑϕ

ϑϕϕϑ

ϕϕϑϑ

ϕϕϑϑ

µ
ε

µ
ε

EE
EE

EEEE
EEEE

EEEE
EEEE

EEEE
EEEE

V
U
Q
I

DJI

 (1.54)
where

.

0ii0
0110
1001

1001

�
�
�
�
�

�

�

�
�
�
�
�

�

�

−
−−

−
=D  (1.55)

The converse relationship is

,1IDJ −=  (1.56)
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where the inverse matrix 1−D  is given by

.

0011
i100

i100
0011

 
2
11

�
�
�
�
�

�

�

�
�
�
�
�

�

�

−
−−

−
=−D  (1.57)

Since the Stokes parameters are real-valued and have the dimension of mono-
chromatic energy flux, they can be measured directly with suitable optical instru-
ments. Furthermore, they form a complete set of quantities needed to characterize a
plane electromagnetic wave, inasmuch as it is subject to practical analysis.  This
means that (i) any other observable quantity is a linear combination of the four Stokes
parameters, and (ii) it is impossible to distinguish between two plane waves with the
same values of the Stokes parameters using a traditional optical device (the so-called
principle of optical equivalence). Indeed, the two complex amplitudes

)iexp(0 ϑϑϑ ∆aE =  and )iexp(0 ϕϕϕ ∆aE =  are characterized by four real numbers:
the non-negative amplitudes ϑa  and ϕa  and the phases ϑ∆  and .∆∆∆ ϑϕ −=  The
Stokes parameters carry information about the amplitudes and the phase difference

,∆  but not about .ϑ∆  The latter is the only quantity that could be used to distinguish
different waves with the same ,ϑa ,ϕa  and ∆  (and thus the same Stokes parameters),
but it vanishes when a field vector component is multiplied by the complex conjugate
value of the same or another field vector component; cf. Eqs. (1.52) and (1.54).

The first Stokes parameter, I, is the intensity introduced in the previous section;
the explicit definition given in Eq. (1.54) is applicable to a homogeneous, nonab-
sorbing medium.  The Stokes parameters Q, U, and V describe the polarization state
of the wave.  The ellipsometric interpretation of the Stokes parameters will be the
subject of the following section.  The reader can easily verify that the Stokes pa-
rameters of a plane monochromatic wave are not completely independent but rather
are related by the quadratic identity

.2222 VUQI ++≡  (1.58)

We will see later, however, that this identity may not hold for a quasi-monochromatic
beam of light.  Because one usually must deal with relative rather than absolute inten-
sities, the constant factor µε2

1  is often unimportant and will be omitted in all

cases where this does not generate confusion.
 The coherency matrix and the Stokes vector are not the only representations of

polarization and not always the most convenient ones.  Two other frequently used
representations are the real so-called modified Stokes column vector given by
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h

v

MS BII   (1.59)



1   Polarization characteristics of electromagnetic radiation 19

and the complex circular-polarization column vector defined as

,

i

i
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AII  (1.60)

where

,
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002121
002121
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�
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�

−
=B  (1.61)
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=A  (1.62)

It is easy to verify that
MS1IBI −=  (1.63)

and
,CP1IAI −=  (1.64)

where

�
�
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�

�
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−
=−

1000
0100
0011
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1B   (1.65)

and

.

0110
i00i
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0110

1

�
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�

�

−
−

=−A  (1.66)

1.4 Ellipsometric interpretation of Stokes parameters

In this section we show how the Stokes parameters can be used to derive the ellip-
sometric characteristics of the plane electromagnetic wave given by Eq. (1.51).
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Writing

),iexp(0 ϑϑϑ ∆aE =  (1.67)
)iexp(0 ϕϕϕ ∆aE =  (1.68)

with real non-negative amplitudes ϑa  and ϕa  and real phases ϑ∆  and ,ϕ∆  using Eq.

(1.54), and omitting the factor µε2
1  we obtain for the Stokes parameters

,22
ϕϑ aaI +=  (1.69)

,22
ϕϑ aaQ −=  (1.70)

,cos2 ∆ϕϑ aaU −=  (1.71)

,sin2 ∆ϕϑ aaV =  (1.72)

where

.ϕϑ ∆∆∆ −=  (1.73)

Substituting Eqs. (1.67) and (1.68) in Eq. (1.51), we have for the real electric
vector

),cos(),( tatE ωδϑϑϑ −=r  (1.74)
),cos(),( tatE ωδϕϕϕ −=r  (1.75)

where

.ˆ       ,ˆ rnrn ⋅+=⋅+= kk ϕϕϑϑ ∆δ∆δ  (1.76)

At any fixed point O in space, the endpoint of the real electric vector given by Eqs.
(1.74)–(1.76) describes an ellipse with specific major and minor axes and orientation
(see the top panel of Fig. 1.3).  The major axis of the ellipse makes an angle ζ  with
the positive direction of the -ϕ axis such that ).,0[ πζ ∈   By definition, this orienta-
tion angle is obtained by rotating the -ϕ axis in the clockwise direction when looking
in the direction of propagation, until it is directed along the major axis of the ellipse.
The ellipticity is defined as the ratio of the minor to the major axes of the ellipse and
is usually expressed as |,tan| β  where ].4,4[ ππβ −∈   By definition, β  is positive
when the real electric vector at O rotates clockwise, as viewed by an observer looking
in the direction of propagation.  The polarization for positive β  is called right-
handed, as opposed to the left-handed polarization corresponding to the anti-
clockwise rotation of the electric vector.

To express the orientation ζ  of the ellipse and the ellipticity |tan| β  in terms of
the Stokes parameters, we first write the equations representing the rotation of the real
electric vector at O in the form

),sin(sin),( tatEq ωδβ −=r  (1.77)
),cos(cos),( tatE p ωδβ −=r  (1.78)
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where pE  and qE  are the electric field components along the major and minor axes
of the ellipse, respectively (Fig. 1.3).  One easily verifies that a positive (negative) β

(a) Polarization ellipse

(b) Elliptical polarization (V ≠ 0)

(c) Linear polarization (V = 0)

(d) Circular polarization (Q = U = 0)

Q < 0 U = 0 V < 0 Q > 0 U = 0 V > 0 Q = 0 U > 0 V < 0 Q = 0 U < 0 V > 0

Q = –I U = 0 Q = I U = 0 Q = 0 U = = 0 U = –I

V = – = I

q

p

ϕ

ζβ

I Q

I V

ϑ

Figure 1.3.  Ellipse described by the tip of the real electric vector at a fixed point O in space
(upper panel) and particular cases of elliptical, linear, and circular polarization. The plane
electromagnetic wave propagates in the direction ϕϑ ˆˆ ×  (i.e., towards the reader).
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indeed corresponds to the right-handed (left-handed) polarization.  The connection
between Eqs. (1.74)–(1.75) and Eqs. (1.77)–(1.78) can be established by using the
simple transformation rule for rotation of a two-dimensional coordinate system:

,sin),(cos),(),( ζζϑ tEtEtE pq rrr +−=  (1.79)

.cos),(sin),(),( ζζϕ tEtEtE pq rrr −−=  (1.80)

By equating the coefficients of tωcos  and tωsin  in the expanded Eqs. (1.74) and
(1.79) and those in the expanded Eqs. (1.75) and (1.80), we obtain

,sincoscoscossinsincos ζδβζδβδϑϑ aaa +−=  (1.81)

,sinsincoscoscossinsin ζδβζδβδϑϑ aaa +=  (1.82)

,coscoscossinsinsincos ζδβζδβδϕϕ aaa −−=  (1.83)

.cossincossincossinsin ζδβζδβδϕϕ aaa −=  (1.84)

Squaring and adding Eqs. (1.81) and (1.82) and Eqs. (1.83) and (1.84) gives

),sincoscos(sin 222222 ζβζβϑ += aa  (1.85)

).coscossin(sin 222222 ζβζβϕ += aa  (1.86)

Multiplying Eqs. (1.81) and (1.83) and Eqs. (1.82) and (1.84) and adding yields

.2sin2cos cos 2
2
1 ζβ∆ϕϑ aaa −=  (1.87)

Similarly, multiplying Eqs. (1.82) and (1.83) and Eqs. (1.81) and (1.84) and subtract-
ing gives

.2sin sin 2
2
1 β∆ϕϑ aaa −=  (1.88)

Comparing Eqs. (1.69)–(1.72) with Eqs. (1.85)–(1.88), we finally derive

,2aI =  (1.89)

,2cos2cos ζβIQ −=  (1.90)

,2sin2cos ζβIU =  (1.91)

.2sin βIV −=  (1.92)

The parameters of the polarization ellipse are thus expressed in terms of the
Stokes parameters as follows.  The major and minor axes are given by βcosI  and

|,sin| βI  respectively (cf. Eqs. (1.77) and (1.78)). Equations (1.90) and (1.91) yield

. 2tan
Q
U−=ζ  (1.93)

Because ,4|| πβ ≤  we have 02cos ≥β  so that ζ2cos  has the same sign as –Q.
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Therefore, from the different values of ζ  that satisfy Eq. (1.93) but differ by ,2π
we must choose the one that makes the sign of ζ2cos  the same as that of –Q.  The
ellipticity and handedness follow from

. 2tan
22 UQ

V

+
−=β  (1.94)

Thus, the polarization is left-handed if V is positive and right-handed if V is negative
(Fig. 1.3).

The electromagnetic wave becomes linearly polarized when ;0=β  then the elec-
tric vector vibrates along a line making an angle ζ  with the -ϕ axis (cf. Fig. 1.3) and
V = 0. Furthermore, if 0=ζ  or 2πζ =  then U vanishes as well.  This explains the
usefulness of the modified Stokes representation of polarization given by Eq. (1.59) in
situations involving linearly polarized light, as follows. The modified Stokes vector
then has only one non-zero element and is equal to T]0 0 0 [I  if 2πζ =  (the elec-
tric vector vibrates along the -ϑ axis, i.e., in the meridional plane) or to T]0  0    0[ I  if

0=ζ  (the electric vector vibrates along the -ϕ axis, i.e., in the plane perpendicular
to the meridional plane), where T indicates the transpose of a matrix.

If, however, ,4πβ ±=  then both Q and U vanish, and the electric vector de-
scribes a circle either in the clockwise direction ) ,4( IV −== πβ  or the anti-
clockwise direction ), ,4( IV =−= πβ  as viewed by an observer looking in the di-
rection of propagation (Fig. 1.3).  In this case the electromagnetic wave is circularly
polarized; the circular-polarization vector CPI  has only one non-zero element and
takes the values T]0    0  0[ I  and ,]0 0  0[ TI  respectively (see Eq. (1.60)).

The polarization ellipse, along with a designation of the rotation direction (right-
or left-handed), fully describes the temporal evolution of the real electric vector at a
fixed point in space.  This evolution can also be visualized by plotting the curve, in

) , ,( tϕϑ  coordinates, described by the tip of the electric vector as a function of time.
For example, in the case of an elliptically polarized plane wave with right-handed
polarization the curve is a right-handed helix with an elliptical projection onto the

-ϑϕ plane centered around the t-axis (Fig. 1.4(a)).  The pitch of the helix is simply
,2 ωπ  where ω  is the angular frequency of the wave.  Another way to visualize a

plane wave is to fix a moment in time and draw a three-dimensional curve in
) , ,( sϕϑ  coordinates described by the tip of the electric vector as a function of a spa-

tial coordinate nr ˆ⋅=s  oriented along the direction of propagation .n̂   According to
Eqs. (1.74)–(1.76), the electric field is the same for all position–time combinations
with constant .tks ω−   Therefore, at any instant of time (say, t = 0) the locus of the
points described by the tip of the electric vector originating at different points on the
s-axis is also a helix, with the same projection onto the -ϑϕ plane as the respective
helix in the ) , ,( tϕϑ  coordinates but with opposite handedness.  For example, for the
wave with right-handed elliptical polarization shown in Fig. 1.4(a), the respective
curve in the ) , ,( sϕϑ  coordinates is a left-handed elliptical helix, shown in Fig.
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1.4(b).  The pitch of this helix is the wavelength .λ   It is now clear that the propaga-
tion of the wave in time and space can be represented by progressive movement in
time of the helix shown in Fig. 1.4(b) in the direction of n̂  with the speed of light.
With increasing time, the intersection of the helix with any plane s = constant de-
scribes a right-handed vibration ellipse.  In the case of a circularly polarized wave, the
elliptical helix becomes a helix with a circular projection onto the -ϑϕ plane.  If the
wave is linearly polarized, then the helix degenerates into a simple sinusoidal curve in
the plane making an angle ζ  with the -ϕ axis (Fig. 1.4(c)).

1.5 Rotation transformation rule for Stokes parameters

The Stokes parameters of a plane electromagnetic wave are always defined with re-
spect to a reference plane containing the direction of wave propagation.  If the refer-
ence plane is rotated about the direction of propagation then the Stokes parameters are
modified according to a rotation transformation rule, which can be derived as follows.
Consider a rotation of the coordinate axes ϑ  and ϕ  through an angle πη 20 <≤  in

(a)

(b)

(c)

t

s

s

 

 

  

n̂

n̂ ζ

ϕ

ϕ

ϕ

ϑ

ϑ

ϑ

Figure 1.4.  (a) The helix described by the tip of the real electric vector of a plane electromag-
netic wave with right-handed polarization in ),,( tϕϑ  coordinates at a fixed point in space.  (b)
As in (a), but in ),,( sϕϑ  coordinates at a fixed moment in time.  (c) As in (b), but for a line-
arly polarized wave.
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the clockwise direction when looking in the direction of propagation (Fig. 1.5).  The
transformation rule for rotation of a two-dimensional coordinate system yields

,sincos 000 ηη ϕϑϑ EEE +=′  (1.95)
,cossin 000 ηη ϕϑϕ EEE +−=′  (1.96)

where the primes denote the electric field vector components with respect to the new
reference frame.  It then follows from Eq. (1.54) that the rotation transformation rule
for the Stokes parameters is

, 
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where )(ηL  is called the Stokes rotation matrix for angle .η   It is obvious that a
πη =  rotation does not change the Stokes parameters.
Because

,)()()( MS1MS IBBLIBLIBI −==′=′ ηη   (1.98)

the rotation matrix for the modified Stokes vector is given by

.

1000
02cos2sin2sin
02sincossin
02sinsincos

)()( 2
122

2
122

1MS
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−

== −

ηηη
ηηη
ηηη

ηη BBLL  (1.99)

Similarly, for the circular polarization representation,

,)()()( CP1CP IAALIALIAI −==′=′ ηη      (1.100)

and the corresponding rotation matrix is diagonal (Hovenier and van der Mee 1983):

′

′

η

n̂

O
η

ϕ̂

ϕ̂

ϑ̂ϑ̂

Figure 1.5.  Rotation of the -ϑ  and -ϕ axes through an angle 0≥η  around n̂  in the clock-
wise direction when looking in the direction of propagation.
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1.6 Quasi-monochromatic light and incoherent addition
of Stokes parameters

The definition of a monochromatic plane electromagnetic wave given by Eqs. (1.51)
and (1.67)–(1.68) implies that the complex amplitude 0E  and, therefore, the quanti-
ties ,ϑa  ,ϕa  ,ϑ∆  and ϕ∆  are constant.  In reality, these quantities often fluctuate in
time.  Although the typical frequency of these fluctuations is much smaller than the
angular frequency ,ω  it is still so high that most optical devices are incapable of
tracing the instantaneous values of the Stokes parameters but rather measure averages
of the Stokes parameters over a relatively long period of time.  Therefore, we must
modify the definition of the Stokes parameters for such quasi-monochromatic beam
of light as follows:

,22
0000 ��+��=��+��= ∗∗

ϕϑϕϕϑϑ aaEEEEI      (1.102)

,22
0000 ��−��=��−��= ∗∗

ϕϑϕϕϑϑ aaEEEEQ      (1.103)

,cos20000 ��−=��−�−�= ∗∗ ∆ϕϑϑϕϕϑ aaEEEEU      (1.104)

,sin2ii 0000 ��=��−��= ∗∗ ∆ϕϑϕϑϑϕ aaEEEEV      (1.105)

where we have omitted the common factor µε2
1  and

)(d1   

  
tft

T
f

Tt

t

′′=��

+

     (1.106)

denotes the average over a time interval T long compared with the typical period of
fluctuation.

The identity (1.58) is not valid, in general, for a quasi-monochromatic beam. In-
deed, now we have

  2222 VUQI −−−

     ]sincos[4 2222 ��−��−����= ∆∆ ϕϑϕϑϕϑ aaaaaa
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thereby yielding

.2222 VUQI ++≥      (1.107)

The equality holds only if the ratio )()( tata ϕϑ  of the real amplitudes and the phase
difference )(t∆  are independent of time, which means that )(0 tE ϑ  and )(0 tE ϕ  are
completely correlated.  In this case the beam is said to be fully (or completely) polar-
ized.  This definition includes a monochromatic wave, but is, of course, more general.
However, if ),(taϑ  ),(taϕ  ),(tϑ∆  and )(tϕ∆  are totally uncorrelated and =�� 2

ϑa
,2 �� ϕa  then Q = U = V = 0, and the quasi-monochromatic beam of light is said to be

unpolarized (or natural). This means that the parameters of the vibration ellipse traced
by the endpoint of the electric vector fluctuate in such a way that there is no preferred
vibration ellipse.

When two or more quasi-monochromatic beams propagating in the same direction
are mixed incoherently (i.e., there is no permanent phase relationship between the
separate beams), the Stokes vector of the mixture is equal to the sum of the Stokes
vectors of the individual beams:

,n

n

II =      (1.108)

where n numbers the beams.  Indeed, inserting Eqs. (1.67) and (1.68) in Eq. (1.54),
we obtain for the total intensity

�−+−�= )](iexp[)](iexp[ mnmnmnmn

mn

aaaaI ϕϕϕϕϑϑϑϑ ∆∆∆∆

   .)](iexp[)](iexp[ �−+−�+=
≠

mnmnmnmn

nmn

n

n

aaaaI ϕϕϕϕϑϑϑϑ ∆∆∆∆    (1.109)

Since the phases of different beams are uncorrelated, the second term on the right-
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hand side of the relation above vanishes.  Hence

,n

n

II =      (1.110)

and similarly for Q, U, and V.  Of course, this additivity rule also applies to the coher-
ency matrix ,ρ  the modified Stokes vector ,MSI  and the circular-polarization vector

.CPI   An important example demonstrating the application of Eq. (1.108) is the scat-
tering of light by a small volume element containing randomly positioned particles.
The phases of the individual waves scattered by the particles depend on the positions
of the particles.  Therefore, if the distribution of the particles is sufficiently random
then the individual scattered waves will be incoherent and the Stokes vectors of the
individual waves will add.  The additivity of the Stokes parameters allows us to gen-
eralize the principle of optical equivalence (Section 1.3) to quasi-monochromatic light
as follows: it is impossible by means of a traditional optical instrument to distinguish
between various incoherent mixtures of quasi-monochromatic beams that form a
beam with the same Stokes parameters ).,,,( VUQI   For example, there is only one
kind of unpolarized light, although it can be composed of quasi-monochromatic
beams in an infinite variety of optically indistinguishable ways.

In view of the general inequality (1.107), it is always possible mathematically to
decompose any quasi-monochromatic beam into two parts, one unpolarized, with a
Stokes vector

,0]   0   0   [ T222 VUQI ++−

and one fully polarized, with a Stokes vector

.]         [ T222 VUQVUQ ++

Thus, the intensity of the fully polarized component is ,222 VUQ ++  so that the
degree of (elliptical) polarization of the quasi-monochromatic beam is

.
222

I
VUQ

P
++

=      (1.111)

We further define the degree of linear polarization as

I
UQ

P
22

L
+

=      (1.112)

and the degree of circular polarization as

.C I
VP =      (1.113)

P vanishes for unpolarized light and is equal to unity for fully polarized light.  For a
partially polarized beam )10( << P  with ,0≠V  the sign of V indicates the preferen-
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tial handedness of the vibration ellipses described by the endpoint of the electric vec-
tor: a positive V indicates left-handed polarization and a negative V indicates right-
handed polarization.  By analogy with Eqs. (1.93) and (1.94), the quantities QU−

and 22|| UQV +  may be interpreted as specifying the preferential orientation and

ellipticity of the vibration ellipse.  Unlike the Stokes parameters, these quantities are
not additive.  In view of the rotation transformation rule (1.97), P, ,LP  and CP  are
invariant with respect to rotations of the reference frame around the direction of
propagation.  When U = 0, the ratio

I
QPQ  −=      (1.114)

is also called the degree of linear polarization (or the signed degree of linear polariza-
tion). QP  is positive when the vibrations of the electric vector in the -ϕ direction
(i.e., the direction perpendicular to the meridional plane of the beam) dominate those
in the -ϑ direction and is negative otherwise.  The standard polarimetric analysis of a
general quasi-monochromatic beam with Stokes parameters I, Q, U, and V is summa-
rized in Fig. 1.6 (after Hovenier et al. 2005).
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   Figure 1.6.  Analysis of a quasi-monochromatic beam with Stokes parameters I, Q, U, and V.
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Further reading

Excellent treatments of classical electrodynamics and optics are provided by Stratton
(1941), Kong (1990), Jackson (1998), and Born and Wolf (1999).  The optical prop-
erties of bulk matter and their measurement are discussed in Chapters 9 and 10 of
Bohren and Huffman (1983) as well as in the comprehensive handbook edited by
Palik and Ghosh (1997).  Several books are entirely devoted to polarization, for ex-
ample Shurcliff (1962), Clarke and Grainger (1971), Azzam and Bashara (1977), Kli-
ger et al. (1990), Collett (1992), and Brosseau (1998).  In Pye (2001), numerous
manifestations of polarization in science and nature are discussed.
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Chapter 2

Scattering, absorption, and emission
of electromagnetic radiation by
an arbitrary finite particle

The presence of an object with a refractive index different from that of the surround-
ing medium changes the electromagnetic field that would otherwise exist in an un-
bounded homogeneous space.  The difference of the total field in the presence of the
object and the original field that would exist in the absence of the object can be
thought of as the field scattered by the object.  In other words, the total field is equal
to the vector sum of the incident (original) field and the scattered field.

The angular distribution and polarization of the scattered field depend on the po-
larization and directional characteristics of the incident field as well as on such prop-
erties of the scatterer as its size relative to the wavelength and its shape, composition,
and orientation.  Therefore, in practice one usually must solve the scattering problem
anew every time some or all of these input parameters change.  It is appropriate, how-
ever, to consider first the general mathematical description of the scattering process
without making any detailed assumptions about the scattering object except that it is
composed of a linear and isotropic material.  Hence the goal of this chapter is to es-
tablish a basic theoretical framework underlying more specific problems discussed in
the following chapters.

2.1 Volume integral equation

Consider a finite scattering object in the form of a single body or a fixed aggregate
embedded in an infinite, homogeneous, linear, isotropic, and nonabsorbing medium
(Fig. 2.1(a)).  Mathematically, this is equivalent to dividing all space into two mutu-
ally disjoint regions, the finite interior region INTV  occupied by the scattering object
and the infinite exterior region .EXTV  The region INTV  is filled with an isotropic, lin-
ear, and possibly inhomogeneous material.
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It is well known that optical properties of bulk substances in solid or liquid phase
are qualitatively different from those of their constituent atoms and molecules when
the latter are isolated.  This may cause a problem when one applies the concept of
bulk optical constants to a very small particle because either the optical constants de-
termined for bulk matter provide an inaccurate estimate or the particle is so small that
the entire concept of optical constants loses its validity.  We will therefore assume
that the individual bodies forming the scattering object are sufficiently large that they
can still be characterized by optical constants appropriate to bulk matter.  According
to Huffman (1988), this implies that each body is larger than approximately 50 Å.

The monochromatic Maxwell curl equations (1.18) and (1.20) describing the
scattering problem can be rewritten as follows:
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where the subscripts 1 and 2 refer to the exterior and interior regions, respectively.
Since the first relations in Eqs. (2.1) and (2.2) yield the magnetic field provided that

O
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Figure 2.1.  Schematic representation of the electromagnetic scattering problem.  The un-
shaded exterior region EXTV  is unbounded in all directions and the shaded areas collectively
constitute the interior region .INTV
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the electric field is known everywhere, we will look for the solution of Eqs. (2.1) and
(2.2) in terms of only the electric field.  Assuming that the host medium and the scat-
tering object are nonmagnetic, i.e., ,)( 012 µµµ =≡r  where 0µ  is the permeability of
a vacuum, we easily derive the following vector wave equations:

,              ,0)()( EXT
2
1 Vk ∈=−×∇×∇ rrErE    (2.3)
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where 011 µεω=k  and 022 )()( µεω rr =k  are the wave numbers of the exterior
and interior regions, respectively.  The permittivity for the interior region is regarded
as a function of r, to provide for the general case where the scattering object is inho-
mogeneous.  Equations (2.3) and (2.4) can be rewritten as the single inhomogeneous
differential equation
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and )(rm  is the refractive index of the interior relative to that of the exterior. The
forcing function )(rj  obviously vanishes everywhere outside the interior region.

Any solution of an inhomogeneous linear differential equation can be divided into
two parts: (i) a solution of the respective homogeneous equation with the right-hand
side identically equal to zero and (ii) a particular solution of the inhomogeneous
equation. Thus, the first part satisfies the equation

,              ,0)()( INTEXT
inc2

1
inc VVk ∪∈=−×∇×∇ rrErE     (2.7)

and describes the field that would exist in the absence of the scattering object, i.e., the
incident field.  The physically appropriate particular solution of Eq. (2.5) must give
the scattered field )(sca rE generated by the forcing function ).(rj   Obviously, of all
possible particular solutions of Eq. (2.5) we must choose the one that vanishes at large
distances from the scattering object and ensures energy conservation.

To find ),(sca rE  we first introduce the free space dyadic Green’s function

),( rr ′G
�

 as a dyadic (Cartesian tensor) satisfying the differential equation

),(δ),(),( 2
1 rrrrrr ′−=′−′×∇×∇ IGkG
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   (2.8)

where I
�

 is the identity dyadic and )(δ)(δ)(δ)(δ zzyyxx ′−′−′−=′− rr  is the three-
dimensional Dirac delta function. Note that the result of a dyadic operating on a vec-
tor is another vector (see, e.g., Appendix 3 of Van Bladel 1964). This operation may
be thought of as a 33×  matrix representing the dyadic multiplying a column matrix
consisting of the initial vector components, thereby producing another column matrix
consisting of the resulting vector components. The components of both vectors must
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be specified in the same coordinate system. From a coordinate-free standpoint, a dy-
adic can be introduced as a sum of so-called dyads, each dyad being the result of a
dyadic product of two vectors ba ⊗  such that the operation cba ⋅⊗ )(  yields the
vector )( cba ⋅  and the operation )( bac ⊗⋅  yields the vector .)( bac ⋅  Any dyadic can
be represented as a sum of at most nine dyads. The vector product cba ×⊗ )(  is de-
fined as a dyad ),( cba ×⊗  and )( bac ⊗×  yields .)( bac ⊗×  The dot product of dy-
ads ba ⊗  and dc ⊗  yields the dyad ).)(( dacb ⊗⋅

Taking into account that
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we get
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   (2.9)

We integrate both sides of this equation over the entire space to obtain
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Comparison with Eq. (2.5) now shows that
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where we have taken into account that )(rj  vanishes everywhere outside .INTV  We
will see in the following section that this particular solution of Eq. (2.5) indeed van-
ishes at infinity and ensures energy conservation and is therefore the physically ap-
propriate particular solution.  Hence, the complete solution of Eq. (2.5) is
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To find the free space dyadic Green’s function ),,( rr ′G
�

 we first express it in
terms of a scalar Green’s function ),( rr ′g  as follows:
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Inserting Eq. (2.13) into Eq. (2.8) and noticing that
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we obtain the following differential equation for g:
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The well-known solution of this equation representing so-called outgoing waves (i.e.,
satisfying the condition )0),(lim
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(e.g., Jackson 1998, p. 427).  Hence, Eqs. (2.6), (2.12), (2.13), and (2.15) finally yield
(Shifrin 1968; Saxon 1955b)
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Equation (2.16) expresses the total electric field everywhere in space in terms of
the incident field and the total field inside the scattering object.  Since the latter is not
known in general, one must solve Eq. (2.16) either numerically or analytically.  As a
first step, the internal field can be approximated by the incident field.  This is the gist
of the so-called Rayleigh–Gans approximation otherwise known as the Rayleigh–De-
bye or Born approximation (van de Hulst 1957; Ishimaru 1997).  The total field com-
puted in the Rayleigh-Gans approximation can be substituted in the integral on the
right-hand side of Eq. (2.16) in order to compute an improved approximation, and this
iterative process can be continued until the total field converges within a given nu-
merical accuracy.  Although this procedure can be rather involved, it shows that in the
final analysis the total electric field can be expressed in terms of the incident field as
follows:
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where T
�

 is the so-called dyadic transition operator  (Tsang et al. 1985).  Substituting
Eq. (2.17) in Eq. (2.16), we derive the following integral equation for :T
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Equations of this type appear in the quantum theory of scattering and are called
Lippmann-Schwinger equations (Lippmann and Schwinger 1950; Newton 1966).

2.2 Scattering in the far-field zone

Let us now choose an arbitrary point O close to the geometrical center of the scatter-
ing object as the common origin of all position (radius) vectors (Figs. 2.1(a), (b)).
Usually one is interested in calculating the scattered field in the so-called far-field
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zone. Specifically, let us assume that rk1 � 1 and that r is much greater than any lin-
ear dimension of the scattering object r( � r′  for any ).INTV∈′r  Since
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where rrr =ˆ  is the unit vector in the direction of r (Fig. 2.1(b)), we have
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In deriving Eq. (2.20), we have taken into account that in spherical coordinates, de-
fined in Section 1.3, centered at the origin,
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where the order of operator components relative to the unit basis vectors is essential
because ,r̂ ,ϑ̂  and ϕ̂  depend on ϑ  and .ϕ  Hence,
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This important formula shows that the scattered field at a large distance from the
object behaves as an outgoing transverse spherical wave.  Specifically, since the
identity dyadic in the spherical coordinate system centered at the origin is given by

,ˆˆˆˆˆˆ ϕϕϑϑ ⊗+⊗+⊗= rrI
�

the factor ϕϕϑϑ ˆˆˆˆˆˆ ⊗+⊗=⊗− rrI
�

 ensures that the scattered wave in the far-field
zone is transverse, i.e., the electric field vector is always perpendicular to the direc-
tion of propagation :r̂

.0  )( ˆ sca =⋅ rEr   (2.23)

Hence, only the -ϑ  and -ϕ components of the electric vector of the scattered field
are non-zero.  Furthermore, the scattered field decays inversely with distance r from
the scattering object.  Equation (2.22) can be rewritten in the form
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where the vector )ˆ(sca
1 rE  is independent of r and describes the angular distribution of

the scattered radiation in the far-field zone.  Obviously, this solution also obeys the
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energy conservation law by making the total energy flux across a spherical surface of
radius r independent of r.

Assuming that the incident field is a plane electromagnetic wave given by
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and using Eq. (2.17), we derive for the far-field zone
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where rn ˆˆ sca =  (Fig. 2.1(b)) and the scattering dyadic A
�

 is given by
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The elements of the scattering dyadic have the dimension of length.
Equation (2.17) shows that if )(inc

1 rE  and )(inc
2 rE  are two different incident fields

and )(sca
1 rE  and )(sca

2 rE are the corresponding scattered fields, then )(sca
1 rE + )(sca

2 rE
is the scattered field corresponding to the incident field )(inc

1 rE + ).(inc
2 rE  This result

is, of course, a consequence of the linearity of Maxwell’s equations (2.1) and (2.2)
and constitutive relations (1.8)–(1.10) and a manifestation of the well-known princi-
ple of superposition: if two electromagnetic fields satisfy the Maxwell equations, then
their sum also satisfies these equations.  Therefore, although the scattering dyadic A

�

describes the scattering of a plane electromagnetic wave, it can be used to compute
the scattering of any incident field as long as the latter can be expanded in elementary
plane waves.

It follows from Eqs. (2.23) and (2.27) that

.0)ˆ,ˆ(ˆ incscasca =⋅ nnn A
�

 (2.28)

However, because the incident field given by Eq. (2.25) is a transverse wave with
electric vector perpendicular to the direction of propagation, the dot product

incincsca ˆ)ˆ,ˆ( nnn ⋅A
�

 is not defined by Eq. (2.26).  To complete the definition, we take

this product to be zero:

,0ˆ)ˆ,ˆ( incincsca =⋅nnnA
�
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which means that one must retain only the part of the expression on the right-hand
side of Eq. (2.27) that is transverse to the incidence direction. As a consequence of
Eqs. (2.28) and (2.29), only four out of the nine components of the scattering dyadic
are independent.  It is therefore convenient to formulate the scattering problem in the
spherical coordinate system centered at the origin and to introduce the 22×  so-called
amplitude scattering matrix ,S  which describes the transformation of the -ϑ  and

-ϕ components of the incident plane wave into the -ϑ  and -ϕ components of the
scattered spherical wave:
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The amplitude scattering matrix depends on the directions of incidence and scattering
as well as on the size, morphology, composition, and orientation of the scattering ob-
ject with respect to the coordinate system.  As will be discussed in Section 2.11, it
also depends on the choice of origin of the coordinate system inside the scattering
object.  If known, the amplitude scattering matrix gives the scattered and thus the total
field, thereby providing a complete description of the scattering pattern in the far-field
zone.  The elements of the amplitude scattering matrix have the dimension of length
and are expressed in terms of the scattering dyadic as follows:
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,ˆˆ incsca
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.ˆˆ incsca
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We have pointed out in Section 1.3 that when a wave propagates along the z-axis,
the -ϑ  and -ϕ components of the electric field vector are determined by the specific
choice of meridional plane.  Therefore, the amplitude scattering matrix explicitly de-
pends on incϕ  and scaϕ  even when incϑ = 0 or π  and/or scaϑ = 0 or .π

2.3 Reciprocity

A fundamental property of the scattering dyadic is the reciprocity relation, which is a
manifestation of the symmetry of the scattering process with respect to an inversion
of time (Saxon 1955a).  To derive the reciprocity relation, we first consider the scat-
tering of a spherical incoming wave by an arbitrary finite object embedded in an infi-
nite, homogeneous, nonabsorbing medium.  In the far-field zone of the object, the
total electric field is the sum of the incoming and scattered spherical waves:
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where )ˆ(inc rE  and )ˆ(sca rE  are independent of r and

,0)ˆ(ˆ inc =⋅ rEr  (2.36)

.0)ˆ(ˆ sca =⋅ rEr  (2.37)

Equation (2.37) follows from Eq. (2.24), whereas Eq. (2.36) follows from the diver-
gence condition

0)( =⋅∇ rE  (2.38)
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(Eq. (1.17) with 1ε = constant) and the following relations:
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The latter is a consequence of Eq. (2.21) and the fact that )ˆ(inc rE  is independent of r.
Because of the linearity of the Maxwell equations and by analogy with Eq. (2.26),

the outgoing spherical wave must be linearly related to the incoming spherical wave.
Following Saxon (1955a), we express this relationship in terms of the so-called scat-
tering tensor S

�

 as follows:
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In view of Eq. (2.37), we have
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Since )ˆ(inc rE  is transverse, the product rrr ′⋅′ ˆ)ˆ,ˆ(S
�

 remains undefined by Eq. (2.43).
Therefore, we will complete the definition of the scattering tensor by taking this
product to be zero:

.0ˆ)ˆ,ˆ( =′⋅′ rrrS
�
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As a consequence of Eqs. (2.45) and (2.46), S
�

 has only four independent compo-
nents.

The derivation of the reciprocity relation for the scattering tensor starts from the
fact that if 1E  and 2E  are any two solutions of the source-free Maxwell equations
(but with the same harmonic time dependence) then
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r

rrrrr rErErErErr
π

 (2.47)

Indeed, using Eqs. (1.26), (2.1), and (2.2), it can easily be established that
)( 2112 HEHE ×−×⋅∇  vanishes identically everywhere in space.  Integrating 2(E⋅∇

)211 HEH ×−× over all space and applying the Gauss theorem then yields Eq. (2.47).
We now take 1E  and 2E  to be superpositions of incoming and outgoing spherical
waves: 
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Taking into account Eq. (1.40), (2.36), (2.37), and (2.40) and the formulas
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cf. Eq. (2.21), we derive the following after some algebra:
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Using Eq. (2.43) to express the outgoing waves in terms of the incoming waves, we
then have
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Replacing r̂  by r′−ˆ  and r′ˆ  by r̂−  in the last term and transposing the tensor product
according to the identity
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we derive
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where T denotes the transposed tensor:
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Since inc
1E  and inc

2E  are arbitrary, we finally have
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��

 (2.55)

This is the reciprocity condition for the scattering tensor.
It should be remarked that in deriving Eq. (2.47) we assumed, as almost every-

where else in this book, that the permeability, permittivity, and conductivity are sca-
lars. However, it is easily checked that Eq. (2.47) and thus the reciprocity condition
(2.55) remain valid even when the permeability, permittivity, and conductivity of the
scattering object are tensors, provided that all these tensors are symmetric.  If any of
these tensors is not symmetric, then Eq. (2.55) may become invalid (Dolginov et al.
1995; Lacoste and van Tiggelen 1999).

We now use Eq. (2.55) to derive the reciprocity relation for the scattering dyadic
A
�

 by considering the case in which the scattering object is illuminated by a plane
wave incident along the direction .ˆ incn   As follows from Eqs. (2.24) and (2.25), the
total electric field in the far-field zone is given by



2   Scattering, absorption, and emission by an arbitrary finite particle 41
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Representing the incident plane wave as a superposition of incoming and outgoing
spherical waves,
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(see Appendix A), where
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is the solid-angle Dirac delta function, we derive
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Considering this a special form of Eq. (2.35) and recalling the definition of the scat-
tering tensor, Eq. (2.43), we have
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It now follows from the definition of the scattering dyadic, Eqs. (2.26), (2.28), and
(2.29), that
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Finally, from Eqs. (2.55) and (2.61) we derive the reciprocity relation for the scatter-
ing dyadic:
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The reciprocity relation for the amplitude scattering matrix follows from Eqs.
(2.31)–(2.34) and (2.62) and the unit vector identities
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Simple algebra gives
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An interesting consequence of reciprocity is the so-called backscattering theorem,
which directly follows from Eq. (2.64) after substituting nn ˆˆ inc =  and :ˆˆ sca nn −=
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)ˆ,ˆ()ˆ,ˆ( 1221 nnnn −−=− SS  (2.65)

(van de Hulst 1957, Section 5.32).
Because of the universal nature of reciprocity, Eqs. (2.62), (2.64), and (2.65) are

important tests in computations or measurements of light scattering by small particles;
violation of reciprocity means that the computations or measurements are incorrect or
inaccurate. Alternatively, the use of reciprocity can substantially shorten the required
computer time or reduce the measurement effort because one may calculate or meas-
ure light scattering for only half of the scattering geometries and then use Eqs. (2.62)
and (2.64) for the reciprocal geometries.  Reciprocity plays a fundamental role in the
phenomenon of coherent backscattering of light from discrete random media dis-
cussed in Section 3.4 (e.g., Mishchenko 1992b; van Tiggelen and Maynard 1997).

2.4 Reference frames and particle orientation

It is often convenient to specify the orientation of the scattering object using the same
fixed reference frame that is used to specify the directions and states of polarization of
the incident and scattered waves.  In what follows, we will refer to this reference
frame as the laboratory coordinate system and denote it by L.  Although the spatial
orientation of the laboratory coordinate system is, in principle, arbitrary, it can often
be chosen in such a way that it most adequately represents the geometry of the scat-
tering medium or the physical mechanism of particle orientation.  In order to describe
the orientation of the scattering object with respect to the laboratory reference frame,
we introduce a right-handed coordinate system P affixed to the particle and having the
same origin inside the particle as L.  This coordinate system will be called the particle
reference frame.  The orientation of the particle with respect to L is specified by three
Euler angles of rotation, ,α ,β and ,γ  which transform the laboratory coordinate system
L{x, y, z} into the particle coordinate system ,},,{ zyxP ′′′  as shown in Fig. 2.2.  The
three consecutive Euler rotations are performed as follows:

● rotation of the laboratory coordinate system about the z-axis through an angle
),2,0[ πα ∈  reorienting the y-axis in such a way that it coincides with the line of

nodes (i.e., the line formed by the intersection of the xy- and -yx ′′ planes);
● rotation about the new y-axis through an angle ];,0[ πβ ∈
● rotation about the -z′ axis through an angle ).2,0[ πγ ∈

An angle of rotation is positive if the rotation is performed in the clockwise direction
when one is looking in the positive direction of the rotation axis.

As we will see in Chapters 5 and 6, most of the available analytical and numerical
techniques assume that (or become especially efficient when) the scattering problem
is solved in the particle reference frame with coordinate axes directed along the axes
of particle symmetry.  This implies that the incidence and scattering directions and
polarization reference planes must also be specified with respect to the particle refer-
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ence frame.  Therefore, in order to solve the scattering problem with respect to the
laboratory reference frame, one must first determine the illumination and scattering
directions with respect to the particle reference frame for a given orientation of the
particle relative to the laboratory reference frame, then solve the scattering problem in
the particle reference frame, and finally perform the backward transition to the labo-
ratory reference frame.  In this section we derive general formulas describing this
procedure (Mishchenko 2000).

Consider a monochromatic plane electromagnetic wave with electric field vector

)ˆiexp()ˆˆ()( inc
1

incinc
0

incinc
0

inc rnrE ⋅+= kEE LLLL ϕϑ ϕϑ  (2.66)

incident upon a nonspherical particle in a direction ,ˆ incn where r is the position (ra-
dius) vector connecting the origin of the laboratory coordinate system and the obser-
vation point and the index L labels unit vectors and electric field vector components
computed in the laboratory reference frame. In the far-field region, the scattered field
vector components are given by
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where LS  is the 22×  amplitude scattering matrix in the laboratory reference frame.
The amplitude scattering matrix depends on the directions of incidence and scattering
as well as on the orientation of the scattering particle with respect to the laboratory
reference frame as specified by the Euler angles of rotation ,α ,β  and .γ

Assume now that one of the available analytical or numerical techniques can be
efficiently used to find the amplitude scattering matrix with respect to the particle

Line of nodes
y

x′

y′

z′

α
βγ

z

x
β

Figure 2.2.  Euler angles of rotation ,α  ,β  and γ  transforming the laboratory coordinate
system L{x, y, z} into the particle coordinate system .},,{ zyxP ′′′
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reference frame.  This matrix will be denoted by PS  and relates the incident and scat-
tered field vector components computed in the particle reference frame for the same inci-
dence and scattering directions:
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The amplitude scattering matrix with respect to the laboratory reference frame can be
expressed in terms of the matrix PS  as follows.  Denote by t  a 22×  matrix that
transforms the electric field vector components of a transverse electromagnetic wave
computed in the laboratory reference frame into those computed in the particle refer-
ence frame:
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where n̂  is a unit vector in the direction of light propagation; ),( LL ϕϑ  and ),( PP ϕϑ
specify this direction with respect to the laboratory and particle reference frames, re-
spectively.  The t  matrix depends on n̂  as well as on the orientation of the particle
relative to the laboratory reference frame, specified by the Euler angles .  and  ,  , γβα
The inverse transformation is
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where
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We then easily derive

),,;ˆ(),,;,;,( sca1incincscasca γβαγβαϕϑϕϑ n−= tS LLLL
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 (2.72)

To determine the matrix ,t  we proceed as follows.  Denote by α  a 23×  matrix
that transforms the ϑ  and ϕ components of the electric field vector into its x, y, and z
components,
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and by β  a 33×  matrix that expresses the x, y, and z components of a vector in the
particle coordinate system in terms of the x, y, and z components of the same vector in
the laboratory coordinate system,
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We then have

),,( ),,( ),(),,;ˆ( 1
LLPP ϕϑγβαϕϑγβα αβαt −=n  (2.75)

where ),(1
PP ϕϑ−α  is a suitable left inverse of ).,( PP ϕϑα

The matrices entering the right-hand side of Eq. (2.75) are as follows (Arfken and
Weber 1995, pp. 118 and 189):
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To express the angles PP ϕϑ and  in terms of the angles ,and LL ϕϑ  we rewrite Eq.
(2.74) as
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where ),( LL ϕϑ  and ),( PP ϕϑ  are spherical angular coordinates of an arbitrary unit
vector in the laboratory and particle reference frames, respectively.  Equations (2.78)
and (2.79) and simple algebra then give

),cos(sinsincoscoscos αϕβϑβϑϑ −+= LLLP  (2.80)
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One easily verifies that if 0  and  ,0  ,0 === γβα  (i.e., the particle reference
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frame coincides with the laboratory reference frame), then ,LP ϑϑ =  ,LP ϕϕ =

,
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and
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For rotationally symmetric particles, it is often advantageous to choose the particle
coordinate system such that its z-axis is directed along the axis of particle symmetry.
In this case the orientation of the particle with respect to the laboratory coordinate
system is independent of the Euler angle ,γ  so that we can set γ  = 0 and get instead
of Eqs. (2.78), (2.81), and (2.82)
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In summary, the numerical scheme for computing the amplitude scattering matrix
for given ,inc

Lϑ ,inc
Lϕ ,sca

Lϑ ,sca
Lϕ ,α ,β  and γ  is as follows:

● calculation of ,inc
Pϑ ,inc

Pϕ ,sca
Pϑ  and sca

Pϕ  via Eqs. (2.80)–(2.82);
● calculation of the matrix ),,( γβαβ  via Eq. (2.78);
● calculation of the matrices ),,( incinc

LL ϕϑα  ),,( scasca
LL ϕϑα  ),,( incinc1

PP ϕϑ−α  and
),( scasca1

PP ϕϑ−α  via Eqs. (2.76) and (2.77);
● calculation of the matrices ),,;ˆ( inc γβαnt  and ),,;ˆ( sca1 γβαn−t  via Eq.

(2.75);
● calculation of the matrix ),;,( incincscasca

PPPP
P ϕϑϕϑS  using one of the available

analytical or numerical techniques;
● calculation of the matrix ),,;,;,( incincscasca γβαϕϑϕϑ LLLL

LS  via Eq. (2.72).

We finally remark that because the particle reference frame can, in principle, be
chosen arbitrarily, Eq. (2.72) can be considered as a general rotation transformation
law expressing the amplitude scattering matrix in the original coordinate system in
terms of the amplitude scattering matrix computed in a rotated coordinate system.

2.5 Poynting vector of the total field

Although the knowledge of the amplitude scattering matrix provides a complete de-
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scription of the monochromatic scattering process in the far-field zone, measurement
of the amplitude scattering matrix is a very complicated experimental problem in-
volving the determination of both the amplitude and the phase of the incident and
scattered waves.  Measuring the phase is especially difficult, and only a handful of
such experiments have been performed, all using the microwave analog technique
(Gustafson 2000).  The majority of other experiments have dealt with quasi-
monochromatic rather than monochromatic light and involved measurements of de-
rivative quantities having the dimension of energy flux rather than the electric field
itself.  It is therefore useful to characterize the scattering process using quantities that
are easier to measure and are encountered more often, even though they may provide
a less complete description of the scattering pattern in some cases.  These quantities
will be introduced in this and the following sections.

We begin by writing the time-averaged Poynting vector �� )(rS  at any point in the
far-field zone as the sum of three terms:
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are Poynting vectors associated with the incident and the scattered fields, respec-
tively, whereas
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can be interpreted as a term caused by interaction between the incident and the scat-
tered fields. Let us consider a scattering object illuminated by a plane electromagnetic
wave. Recalling Eqs. (1.36), (1.38), (1.42), (2.25), and (2.57), we have for the inci-
dent wave in the far-field zone of the scattering particle
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where rr ˆr=  is the radius vector connecting the particle and the observation point.
The first relation of Eq. (2.1) and Eqs. (2.23), (2.24), (2.40), and (2.49)–(2.50) give
for the scattered wave:
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Consider now a well-collimated detector of electromagnetic radiation placed at a
distance r from the particle in the far-field zone, with its surface S∆  aligned normal
to and centered on the straight line extending from the particle in the direction of the
unit vector incn̂  (Fig. 2.3).  We assume that the dimension of the detector surface is
much greater than any dimension of the scattering object and the wavelength but
much smaller than r.  Furthermore, we assume that 2∆ rS  is smaller than the detec-
tor solid-angle field of view Ω  so that all radiation scattered by the particle and im-
pinging on S∆  is detected.  Obviously, the term �� )(inc rS  does not contribute to the
detected signal unless .ˆˆ incnr =   From Eqs. (2.88)–(2.95), it is straightforward to show
that the total electromagnetic power received by the detector is
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when ,ˆˆ incsca nn ≠  whereas for the exact forward-scattering direction
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Figure 2.3.  The response of the collimated detector depends on the line of sight.
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where 2∆∆ rS=Ω  is the solid angle element centered at the direction incn̂  and
formed by the detector surface at the distance r from the particle.  The term

2inc
0012

1 || ∆ EµεS  on the right-hand side of Eq. (2.97) is proportional to the detector

area S∆  and is equal to the electromagnetic power that would be received by detector
1 in the absence of the scattering particle, whereas )ˆ(Im[ )2( incsca

1011 nEµεπ k−

]inc
0

∗⋅E  is an attenuation term independent of ,∆S  caused by interposing the particle
between the light source and the detector.  Thus, a well-collimated detector located in
the far-field zone and having its surface S∆  aligned normal to the exact forward-
scattering direction (i.e., ,ˆˆ incsca nn =  detector 1 in Fig. 2.3) measures the power of the
incident light attenuated by interference of the incident and the scattered fields plus a
relatively small contribution from the scattered light, whereas a detector with surface
aligned normal to any other scattering direction (i.e., ,ˆˆ incsca nn ≠  detector 2 in Fig.
2.3) “sees” only the scattered light.  These are two fundamental features of electro-
magnetic scattering by a small particle.  Equation (2.97) is a representation of the so-
called optical theorem and will be further discussed in Section 2.8.

2.6 Phase matrix

In the thought experiment described in the previous section and shown schematically
in Fig. 2.3, it is assumed that the detectors can measure only the total electromagnetic
power and that they make no distinction between electromagnetic waves with differ-
ent states of polarization.  Many detectors of electromagnetic energy are indeed po-
larization-insensitive.  However, by interposing a polarizer between the source of
light and the scattering particle one can generate incident light with a specific state of
polarization, whereas interposing a polarizer between the scattering particle and the
detector enables the detector to measure the power corresponding to a particular po-
larization component of the scattered light.  By repeating the measurement for a num-
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ber of different combinations of the polarizers one can, in principle, determine the
specific prescription for the transformation of a complete set of polarization charac-
teristics of the incident light into that of the scattered light, provided that both sets of
characteristics have the same dimension of energy flux (Section 8.1).  As we saw in
Chapter 1, convenient complete sets of polarization characteristics having the dimen-
sion of monochromatic energy flux are the coherency and the Stokes vectors.  So we
will now assume that the device shown schematically in Fig. 2.3 can (i) generate inci-
dent light with different (but physically realizable) combinations of coherency or
Stokes vector components, and (ii) measure the electromagnetic power associated
with any component of the coherency vector or the Stokes vector and equal to the
integral of the component over the surface S∆  of the collimated detector aligned
normal to the direction of propagation .r̂  The component itself is then found by di-
viding the measured power by .∆S

To derive the relationship between the polarization characteristics of the incident
and the scattered waves for scattering directions away from the incidence direction

),ˆˆ( incnr ≠  we first define the respective coherency vectors (cf. Eqs. (1.53), (2.24),
and (2.25)):
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Equation (2.30) and simple algebra lead to the following formula describing the trans-
formation of the coherency vector of the incident wave into that of the scattered wave:
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r
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where the elements of the coherency phase matrix )ˆ,ˆ( incsca nnJZ  are quadratic combi-
nations of the elements of the amplitude scattering matrix :)ˆ,ˆ( incsca nnS
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Analogously, the Stokes phase matrix Z describes the transformation of the Stokes
vector of the incident wave into that of the scattered wave,
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(cf. Eq. (1.54)); the matrices D  and 1−D  were defined by Eqs. (1.55) and (1.57), re-
spectively.  Explicit formulas for the elements of the Stokes phase matrix in terms of
the amplitude scattering matrix elements follow from Eqs. (2.101) and (2.103):
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*
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*
121123 SSSSZ −−=      (2.112)

),Im(    *
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*
121124 SSSSZ +−=      (2.113)

),Re(    *
1222

*
211131 SSSSZ +−=      (2.114)
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),Re(    *
1222

*
211132 SSSSZ −−=      (2.115)

),Re(    *
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*
221133 SSSSZ +=      (2.116)

),Im(    *
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*
221134 SSSSZ +=      (2.117)

),Im(    *
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*
112141 SSSSZ +−=      (2.118)

),Im(    *
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*
112142 SSSSZ −−=      (2.119)

),Im(    *
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*
112243 SSSSZ −=      (2.120)

).Re(    *
2112

*
112244 SSSSZ −=      (2.121)

Finally, the modified Stokes and circular-polarization phase matrices are given by
1incscaincscaMS )ˆ,ˆ()ˆ,ˆ( −= BBZZ nnnn      (2.122)

and

,)ˆ,ˆ()ˆ,ˆ( 1incscaincscaCP −= AAZZ nnnn      (2.123)

respectively (see Eqs. (1.59)–(1.66)).  The elements of all phase matrices have the
same dimension of area. The matrices Z  and MSZ  are real-valued.  Like the ampli-
tude scattering matrix, the phase matrices explicitly depend on incϕ  and scaϕ  even
when the incident and/or scattered light propagates along the z-axis.

Up to this point we have considered the scattering of only monochromatic plane
waves. However, it is obvious that Eqs. (2.100) and (2.102) remain valid even when
the incident radiation is a parallel quasi-monochromatic beam of light, provided that
the coherency and Stokes vectors entering these equations are averages over a time
interval long compared with the period of fluctuations (Section 1.6).  Hence, the
phase matrix concept is quite useful even in the more general situations involving
quasi-monochromatic light.

In general, all 16 elements of any of the phase matrices introduced above are non-
zero. However, the phase matrix elements of a single particle are expressed in terms
of only seven independent real numbers resulting from the four moduli || ijS

)2,1,( =ji  and three differences in phase between .ijS  Therefore, only seven of the
phase matrix elements are actually independent, and there must be nine unique rela-
tions among the 16 phase matrix elements.  Furthermore, the specific mathematical
structure of the phase matrix can also be used to derive many useful linear and quad-
ratic inequalities for the phase matrix elements.  Two important inequalities are

011 ≥Z  (this property follows directly from Eq. (2.106)) and 11|| ZZij ≤  (i, j = 1, …,
4). The reader is referred to Hovenier et al. (1986), Cloude and Pottier (1996), and
Hovenier and van der Mee (1996, 2000) for a review of this subject and a discussion
of how the general properties of the phase matrix can be used for testing the results of
theoretical computations and laboratory measurements.

From Eqs. (2.106)–(2.121) and (2.64) we derive the reciprocity relation for the
Stokes phase matrix:
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,)]ˆ,ˆ([)ˆ,ˆ( 3
Tincsca
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and T denotes the transpose of a matrix, as before.  The reciprocity relations for other
phase matrices can be obtained easily from Eqs. (2.103), (2.122), and (2.123):
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1scaincscaincMS )ˆ,ˆ()ˆ,ˆ( −−−=−− BBZZ nnnn

  1
3

Tincsca
3 )]ˆ,ˆ([ −= B∆ZB∆ nn

  1
3

TincscaMS1
3 ])ˆ,ˆ([ −−= B∆BZBB∆ nn

  1
3

T1TincscaMST
3 ][)]ˆ,ˆ([ −−= B∆BZBB∆ nn

  ,][)]ˆ,ˆ([ 1MSTincscaMSMS −= ∆Z∆ nn      (2.127)

1
3

T1TincscaCPT
3

scaincCP ][)]ˆ,ˆ([)ˆ,ˆ( −−=−− A∆AZAA∆Z nnnn

,)]ˆ,ˆ([ TincscaCP nnZ=      (2.128)

where

,

1000
0100
0010
0001

1
23

T
2323

�
�
�
�
�

�

�

�
�
�
�
�

�

�

−
−

=== −∆∆∆      (2.129)

.

1000
0100
0020
0002

][      ,

1000
0100
00210
00021

][ 1MSTMSMS

�
�
�
�
�

�

�

�
�
�
�
�

�

�

−
=

�
�
�
�
�

�

�

�
�
�
�
�

�

�

−
== −∆∆∆   (2.130)

The backscattering theorem, Eq. (2.65), along with Eqs. (2.106), (2.111), (2.116), and
(2.121), leads to the following general property of the backscattering Stokes phase
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matrix (Mishchenko et al. 2000b):

.0)ˆ,ˆ()ˆ,ˆ()ˆ,ˆ()ˆ,ˆ( 44332211 =−−−+−−− nnnnnnnn ZZZZ      (2.131)

Electromagnetic scattering most typically produces light with polarization char-
acteristics different from those of the incident beam.  If the incident beam is unpolar-
ized, i.e., ,]000[ Tincinc I=I  the scattered light generally has at least one non-zero
Stokes parameter other than intensity:

.     ,     ,      , inc
41

scainc
31

scainc
21

scainc
11

sca IZVIZUIZQIZI ====      (2.132)

This phenomenon is traditionally called “polarization” and results in scattered light
with non-zero degree of polarization, see Eq. (1.111),
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ZZZ
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++

=      (2.133)

Obviously, if the incident light is unpolarized, then the element 11Z  determines the
angular distribution of the scattered intensity.  When the incident beam is linearly
polarized, i.e., ,]0[ Tincincincinc UQI=I  the scattered light may become elliptically
polarized ).0( sca ≠V  Conversely, when the incident light is circularly polarized, i.e.,

,]00[ Tincincinc VI=I  the scattered light may become partially linearly polarized
0( sca ≠Q  and/or ).0sca ≠U   A general feature of scattering by a single particle is that

if the incident beam is fully polarized )1( inc =P  then the scattered light is also fully
polarized. Hovenier et al. (1986) gave a proof of this property based on the general
mathematical structure of the Stokes phase matrix.  Thus, a single particle does not
depolarize fully polarized incident light.  We will see later, however, that single scat-
tering by a collection of non-identical nonspherical particles (including particles of
the same kind but with different orientations) can result in depolarization of the inci-
dent polarized light, and this is another important property of electromagnetic scat-
tering.

2.7 Extinction matrix

Let us now consider the special case of the exact forward-scattering direction
).ˆˆ( incnr =   As in Section 2.6, we begin by defining the coherency vector of the total

field for r̂  very close to incn̂  as
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where the total electric field is

).ˆ()ˆ()ˆ( scainc rErErE rrr +=      (2.135)

Integrating the elements of )ˆ( rrJ  over the surface of the collimated detector aligned
normal to incn̂  and using Eqs. (2.92), (2.94), and (2.98), we derive after rather lengthy
algebraic manipulations

),()ˆ(∆∆)ˆ( 2incincincinc −+−= rOSSr J JΚJJ nn      (2.136)

where the elements of the 44×  so-called coherency extinction matrix ),( incinc ϕϑJΚ
are expressed in terms of the elements of the forward-scattering amplitude matrix

),;,( incincincinc ϕϑϕϑS  as follows:
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Switching again to Stokes parameters, we have

),()ˆ(∆∆)ˆ( 2incincincinc −+−= rOSSr IΚII nn      (2.138)

where ).ˆ()ˆ( incinc nn rr DJI =   The Stokes extinction matrix is given by

.)ˆ()ˆ( 1incinc −= DDΚΚ nn J      (2.139)

The explicit formulas for the elements of this matrix in terms of the elements of the
matrix ),;,( incincincinc ϕϑϕϑS  are as follows:
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Thus, only seven elements of the Stokes extinction matrix are independent.  It is easy
to verify that this is also true of the coherency extinction matrix.  The elements of
both matrices have the dimension of area and explicitly depend on incϕ  even when
the incident wave propagates along the z-axis.

Equations (2.136) and (2.138) represent the most general form of the optical theo-
rem.  They show that the presence of the scattering particle changes not only the total
power of the electromagnetic radiation received by the detector facing the incident
wave (detector 1 in Fig. 2.3) but also, perhaps, its state of polarization.  This phe-
nomenon is called dichroism and results from different attenuation rates for different
polarization components of the incident wave.  Obviously, Eqs. (2.136) and (2.138)
remain valid if the incident radiation is a parallel quasi-monochromatic beam of light
rather than a monochromatic plane wave.

From Eqs. (2.64) and (2.140)–(2.146) we obtain the reciprocity relation for the
Stokes extinction matrix:

,)]ˆ([)ˆ( 3
Tinc

3
inc ∆Κ∆Κ nn =−          (2.147a)

where the matrix 3∆  is given by Eq. (2.125).  It is also easy to derive a related sym-
metry property:
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In other words, the only effect of reversing the direction of propagation is to change
the sign of four elements of the Stokes extinction matrix.  The modified Stokes and
circular-polarization extinction matrices are given by

,)ˆ( )ˆ( 1incincMS −= BBΚΚ nn      (2.148)

.)ˆ()ˆ( 1incincCP −= AAΚΚ nn      (2.149)

Reciprocity relations for the matrices ),ˆ( incnJΚ  ),ˆ( incMS nΚ  and )ˆ( incCP nΚ  can be
derived from Eq. (2.147a) by analogy with Eqs. (2.126)–(2.128):

,)]ˆ([)ˆ( 23
Tinc

23
inc ∆Κ∆Κ nn JJ =−      (2.150)

,][)]ˆ([)ˆ( 1MSTincMSMSincMS −=− ∆Κ∆Κ nn      (2.151)

.)]ˆ([)ˆ( TincCPincCP nn ΚΚ =−      (2.152)

2.8 Extinction, scattering, and absorption cross sections

Knowledge of the total electromagnetic field in the far-field zone also allows us to
calculate such important optical characteristics of the scattering object as the total
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scattering, absorption, and extinction cross sections.  These optical cross sections are
defined as follows.  The product of the scattering cross section scaC  and the incident
monochromatic energy flux gives the total monochromatic power removed from the
incident wave as a result of scattering of the incident radiation in all directions.
Analogously, the product of the absorption cross section absC  and the incident mono-
chromatic energy flux gives the total monochromatic power removed from the inci-
dent wave as a result of absorption of light by the object.  Of course, the absorbed
electromagnetic energy does not disappear but, rather, is converted into other forms of
energy. Finally, the extinction cross section extC  is the sum of the scattering and ab-
sorption cross sections and, when multiplied by the incident monochromatic energy
flux, gives the total monochromatic power removed from the incident light by the
combined effect of scattering and absorption.

To determine the total optical cross sections, we surround the object by an imagi-
nary sphere of radius r large enough to be in the far-field zone.  Since the surrounding
medium is assumed to be nonabsorbing, the net rate at which the electromagnetic
energy crosses the surface S of the sphere is always non-negative and is equal to the
power absorbed by the particle:
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     (2.153)

(see Eq. (1.31)).  According to Eq. (2.88), absW  can be written as a combination of
three terms:

, extscaincabs WWWW +−=      (2.154)

where
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incW  vanishes identically because the surrounding medium is nonabsorbing and
)(inc rS  is a constant vector independent of r, whereas sca W  is the rate at which the

scattered energy crosses the surface S in the outward direction.  Therefore, extW  is
equal to the sum of the energy scattering rate and the energy absorption rate:

.absscaext WWW +=      (2.156)

Inserting Eqs. (2.90)–(2.95) in Eq. (2.155) and recalling the definitions of the ex-
tinction and scattering cross sections, we derive after some algebra
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In view of Eqs. (2.24), (2.30), (2.102), (2.104), (2.105), and (2.140)–(2.146), Eqs.
(2.157) and (2.158) can be rewritten as
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The absorption cross section is equal to the difference of the extinction and scattering
cross sections:

.0scaextabs ≥−= CCC      (2.161)

The single-scattering albedo is defined as the ratio of the scattering and extinction
cross sections:

.1
ext

sca ≤=
C
Cϖ      (2.162)

This quantity is widely used in radiative transfer theory and is interpreted as the prob-
ability that a photon interacting with the particle will be scattered rather than ab-
sorbed.  Obviously, 1=ϖ  for nonabsorbing particles.  Equations (2.159) and (2.160)
(and thus Eqs. (2.161) and (2.162)) also hold for quasi-monochromatic incident light
provided that the elements of the Stokes vector entering these equations are averages
over a time interval long compared with the period of fluctuations.  All cross sections
are inherently real-valued positive quantities and have the dimension of area.  They
depend on the direction, polarization state, and wavelength of the incident light as
well as on the particle size, morphology, relative refractive index, and orientation
with respect to the reference frame.

Equation (2.159) is another representation of the optical theorem and, along with
Eqs. (2.140)–(2.143), shows that although extinction is the combined effect of ab-
sorption and scattering in all directions by the particle, it is determined only by the
amplitude scattering matrix in the exact forward direction.  This is a direct conse-
quence of the fact that extinction results from interference between the incident and
scattered light, Eq. (2.91), and the presence of delta-function terms in Eqs. (2.92) and
(2.93).  Having derived Eq. (2.157), we can now rewrite Eq. (2.97) in the form
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This shows that the extinction cross section is a well-defined, observable quantity and
can be determined by measuring )ˆ( inc

∆ nSW  with and without the particle interposed
between the source of light and the detector.  The net effect of the particle is to reduce
the detector area by “casting a shadow” of area .extC   Of course, this does not mean
that extC  is merely given by the area G of the particle geometrical projection on the
detector surface.  However, this geometrical interpretation of the extinction cross sec-
tion illustrates the rationale for introducing the dimensionless efficiency factor for
extinction as the ratio of the extinction cross section to the geometrical cross section:

.ext
ext G

CQ =      (2.164)

We will see in later chapters that extQ  can be considerably greater or much less than
unity. The efficiency factors for scattering and absorption are defined analogously:
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also has the dimension of area and is called the differential scattering cross section; it
describes the angular distribution of the scattered light and specifies the electromag-
netic power scattered into unit solid angle about a given direction per unit incident
intensity.  (Note that the symbol Ωdd scaC  should not be interpreted as the derivative
of a function of .)Ω   The differential scattering cross section depends on the polari-
zation state of the incident light as well as on the incidence and scattering directions.
Clearly,

Ωπ d
dˆd sca

4  
sca

CC r=

(cf. Eqs. (2.160) and (2.166)).  A quantity related to the differential scattering cross
section is the phase function )ˆ,ˆ( incnrp  defined as
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The convenience of the phase function is that it is dimensionless and normalized:
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The asymmetry parameter �� Θcos  is defined as the average cosine of the scattering
angle )ˆˆ(arccos incnr ⋅=Θ  (i.e., the angle between the incidence and scattering direc-
tions):
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The asymmetry parameter is positive if the particle scatters more light toward the
forward direction ),0( =Θ  is negative if more light is scattered toward the backscat-
tering direction ),( πΘ =  and vanishes if the scattering is symmetric with respect to
the plane perpendicular to the incidence direction.  Obviously, ].1,1[cos +−∈�� Θ
The limiting values correspond to the phase functions  )ˆˆ(δ4 incnr +π  and −r̂(δ4π

),ˆ incn respectively.

2.9 Radiation pressure and radiation torque

The scattering and absorption of an electromagnetic wave cause the transfer of mo-
mentum from the electromagnetic field to the scattering object.  The resulting force,
called radiation pressure, is used in laboratories to levitate and size small particles
(Ashkin and Dziedzic 1980; Chýlek et al. 1992; Ashkin 2000) and affects the spatial
distribution of interplanetary and interstellar dust grains (Il’in and Voshchinnikov
1998; Landgraf et al. 1999).  If the amplitudes of the incident and scattered fields do
not change in time, the force due to radiation pressure averaged over the period ωπ2
of the time-harmonic incident wave is

nrF ˆ)(d M
  

⋅��= TS
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�

     (2.170)

(Stratton 1941, Section 2.5; Jackson 1998, Section 6.7), where MT
�

 is the so-called
Maxwell stress tensor, the integration is performed over a closed surface S surround-
ing the scattering object, and n̂  is the unit vector in the direction of the local outward
normal to S.  Assume, for simplicity, that the scattering object is surrounded by a vac-
uum.  Then the instantaneous value of the Maxwell stress tensor is
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where 001 µε=c  is the speed of light in a vacuum.  By analogy with Eq. (1.24),

we have for the time average of the Maxwell stress tensor
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It is convenient to choose for S a sphere centered at the scattering object and having a
radius r large enough to be in the far-field zone.  Then Eq. (2.170) becomes
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The total electric and magnetic fields are vector sums of the respective incident and
scattered fields given by Eqs. (2.92)–(2.95).  Because the incident and scattered fields
are transverse, the first and second terms in square brackets on the right-hand side of
Eq. (2.172) do not contribute to the integral in Eq. (2.173).  We thus have
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The terms 2inc |)(| rE  and 2inc |)(| rH  are constants independent of r, so their contribu-
tion to F is simply zero.  The contribution of the remaining terms follows from Eqs.
(2.92)–(2.95) and the vector identity :))(())(()()( cbdadbcadcba ⋅⋅−⋅⋅=×⋅×
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or, in view of Eqs. (2.102), (2.104), (2.105), (2.157), and (2.166),
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(Mishchenko 2001).
Although the first term on the right-hand side of Eq. (2.176) represents a force in

the direction of ,ˆ incn  the direction of the total radiation force is different, in general,
from the direction of propagation of the incident beam and depends on its polarization
state because of the second term.  The projection of the total force on any direction n̂
is simply the dot product .n̂F ⋅  In particular, the component of the force in the direc-
tion of propagation of the incident light is
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 pr
inc1 CI

c
=      (2.177)

(see Eq. (2.169)), where the quantity

��−= Θcosscaextpr CCC      (2.178)

is called the radiation-pressure cross section.  By analogy with Eqs. (2.164) and
(2.165), we can define the radiation-pressure efficiency factor as

.pr
pr G

C
Q =      (2.179)

Although being the result of a lengthy rigorous derivation, Eq. (2.177) allows a
transparent physical interpretation.  A beam of light carries linear momentum as well
as energy.  The direction of the momentum is that of propagation, while the absolute
value of the momentum is energy/(speed of light).  Since the total momentum of the
electromagnetic field and the scattering object must be constant, the radiation force
exerted on the object is equal to the momentum removed from the total electromag-
netic field per unit time.  Consider the component of the force in the direction of inci-
dence.  The momentum removed from the incident beam per unit time is .inc

ext cIC
Of this amount, the part proportional to absC  is not replaced, whereas the part propor-
tional to scaC  is to some extent replaced by the contribution due to the projection of
the moment of the scattered light on the direction of incidence.  This contribution is
equal to the integral of cI Θcossca  over all scattering directions, or

.cossca
inc cCI �� Θ   Note that van de Hulst (1957) used similar arguments as an heu-

ristic derivation of Eq. (2.177).
If the absolute temperature of the particle is above zero then light emitted by the

particle in all directions causes an additional component of the radiation force.  This
component will be discussed in Section 2.10.

The radiation pressure is accompanied by the radiation torque exerted on the par-
ticle and given by
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rrrΓ ×��⋅−= TrS
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3 rrrr ×��⋅−= Tr
�

π
     (2.180)

(cf. p. 288 of Jackson 1998), where r is the radius of a sphere S centered inside the
scattering particle and having its surface in the far-field zone.  Since rr ˆˆ ×⋅ I

�

 vanishes
identically, only the first two terms in square brackets on the right-hand side of Eq.
(2.172) contribute to the integrals in Eq. (2.180).  The evaluation of this contribution
is complicated because it requires the knowledge of not only the transverse compo-
nent of the scattered electric and magnetic fields but also of the longitudinal compo-
nent, which we have so far neglected because it decays faster than .1 r   Marston and
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Crichton (1984) computed Γ  for homogeneous and isotropic spherical particles,
whereas Draine and Weingartner (1996) derived a formula for Γ  in the framework of
the so-called discrete dipole approximation (see Section 6.5).

2.10 Thermal emission

If the particle’s absolute temperature T is above zero, it can emit as well as scatter and
absorb electromagnetic radiation.  The emitted radiation in the far-field zone of the
particle propagates in the radial direction, i.e., along the unit vector ,ˆ rrr =  where r
is the position vector of the observation point with origin inside the particle.  The en-
ergetic and polarization characteristics of the emitted radiation are described by a
four-component Stokes emission column vector ),,ˆ(e ωTrΚ  defined in such a way
that the net rate at which the emitted energy crosses a surface element S∆  normal to
r̂  at a distance r from the particle at frequencies from ω  to ωω ∆+  is

.∆∆),,ˆ(1
1e2

e ωωΚ ST
r

W r=      (2.181)

),,,ˆ(1e ωΚ Tr  the first component of the column vector, can also be interpreted as the
amount of electromagnetic energy emitted by the particle in the direction r̂  per unit
solid angle per unit frequency interval per unit time.

In order to calculate ),,,ˆ(e ωTrΚ  let us assume that the particle is placed inside an
opaque cavity of dimensions large compared with the particle and any wavelength
under consideration (Fig. 2.4a).  If the cavity and the particle are maintained at the
constant absolute temperature T, then the equilibrium electromagnetic radiation inside
the cavity is isotropic, homogeneous, and unpolarized (Mandel and Wolf 1995).  This
radiation can be represented as a collection of quasi-monochromatic, unpolarized,
incoherent beams propagating in all directions and characterized by the Planck black-
body energy distribution ).,(b ωTI   Specifically, at any point inside the cavity the
amount of radiant energy per unit frequency interval, confined to a small solid angle

Ω∆  about any direction, which crosses an area S∆  normal to this direction in unit
time is given by
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where ,2πh=�  h is Planck’s constant, c is the speed of light in a vacuum, and Bk  is
Boltzmann’s constant.

Consider an imaginary collimated, polarization-sensitive detector of electromag-
netic radiation with surface S∆  and small solid-angle field of view ,∆Ω  placed at a
distance r from the particle (Fig. 2.4a).  The dimension of the detector surface is much
greater than any dimension of the particle and r is large enough to be in the far-field
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zone of the particle but smaller than .∆∆ ΩS   The latter condition ensures that all

plane wave fronts incident on the detector in directions falling into its solid-angle
field of view Ω∆  are equally attenuated by the particle (Fig. 2.4b).  The surface S∆
is aligned normal to and centered on ,r̂  where r̂  is the unit vector originating inside
the particle and pointing toward the detector.

In the absence of the particle, the polarized signal per unit frequency interval
measured by the detector would be given by

,∆∆),(b Ωω STI      (2.183)

where

Particle

(a)

(b)

ΩΩ

Particle Detector

S

n̂

Figure 2.4.  (a) Cavity, particle, and electromagnetic radiation field in thermal equilibrium.
(b) Illumination geometry.
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is the blackbody Stokes column vector.  The particle attenuates the incident black-
body radiation, emits radiation, and scatters the blackbody radiation coming from all
directions in the direction of the detector.  Taking into account that only the radiation
emitted and scattered by the particle within the solid-angle field of view Ω∆  is de-
tected (Fig. 2.4b), we conclude that the polarized signal measured by the detector in
the presence of the particle is
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π
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           (2.185)

(see Eqs. (2.138) and (2.102)).  However, in thermal equilibrium the presence of the
particle does not change the distribution of radiation.  Therefore, we can equate ex-
pressions (2.183) and (2.185) and finally derive for the ith component of eΚ

.4...,,1      ,),ˆ,ˆ(ˆd),(),ˆ(),(),,ˆ( 1
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b1be =′′−= iZTITIT iii ωωωΚωωΚ
π

rrrrr     (2.186)

This important relation expresses the Stokes emission vector in terms of the leftmost
columns of the extinction and phase matrices and the Planck energy distribution.
Although our derivation assumed that the particle was in thermal equilibrium with the
surrounding radiation field, emissivity is a property of the particle only.  Therefore,
Eq. (2.186) is valid for any particle, in equilibrium or in nonequilibrium.  A more
detailed derivation of this formula based on the so-called fluctuation-dissipation theo-
rem is given by Tsang et al. (2000).

As we pointed out in Section 2.9, the emitted radiation contributes to the total
radiation force exerted on the particle.  The emitted radiation is incoherent and does
not interact with the incident and scattered radiation, thereby generating an independ-
ent component of the radiation force.  Furthermore, emission is analogous to scatter-
ing in that it generates radiation propagating radially in all directions.  Therefore, we
can write the emission component of the radiation force by analogy with the scatter-
ing component given by the second term on the right-hand side of Eq. (2.176):
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Unlike the extinction and scattering components of the radiation force, the emission
component depends on the particle temperature.  Another effect of emission is to pro-
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duce a component of the radiation torque independent of that caused by scattering and
absorption.

2.11 Translations of the origin

We began Section 2.2 by choosing the origin of the coordinate system close to the
geometrical center of the scattering object, and that step was essential in deriving the
formulas describing electromagnetic scattering in the far-field zone.  Although the
origin can be chosen arbitrarily, in general, the amplitude scattering matrix will
change if the origin is moved, even if the orientation of the particle with respect to the
reference frame remains the same.  It is, therefore, important to supplement the rota-
tion transformation law of Eq. (2.72) by a translation law describing the transforma-
tion of the amplitude scattering matrix upon a shift in the origin.

Let us consider two reference frames with origins 1 and 2 inside a scattering parti-
cle (Fig. 2.5).  We assume that both reference frames have the same spatial orienta-
tion and denote the respective amplitude scattering matrices as 1 S  and .2S   Let the
particle be illuminated by a plane electromagnetic wave

),ˆiexp()( 1
inc

1
inc
01

inc rnErE ⋅= k      (2.188)

where 1r  is the position vector originating at origin 1.  Let 2r  be the position vector
of the same observation point but originating at origin 2.  Since ,1221 rrr +=  where

12r  connects origins 1 and 2, the incident electric field at the same observation point
can also be written as

).ˆiexp()ˆiexp()( 12
inc

12
inc

1
inc
02

inc rnrnErE ⋅⋅= kk      (2.189)

The scattered field at an observation point does not depend on how we choose the
origin of the coordinate system as long as the incident field remains the same.  There-
fore, we have in the far-field zone

1r

2r

12r

Observation
point

Scattering
object

1

2

Figure 2.5.  The amplitude matrix changes when the origin is shifted.  The position vectors 1r
and 2r  originate at points 1 and 2, respectively.
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Taking the limits ∞→11rk  and ∞→21rk  and using the law of cosines,
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we finally obtain
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Equation (2.191) is the sought translation transformation law for the amplitude scat-
tering matrix.  It remains valid even if either origin lies outside the scattering particle,
as long as the asymptotic far-field conditions of Eq. (2.193) are satisfied.

Despite the fact that the amplitude scattering matrix changes when the origin is
shifted, the extinction and phase matrices remain invariant.  Indeed, the factor ∆ie  is
common to all elements of the amplitude scattering matrix and disappears when mul-
tiplied by its complex-conjugate counterpart, whereas the phase ∆  vanishes identi-
cally in the exact forward-scattering direction (cf. Eqs. (2.106)–(2.121) and (2.140)–
(2.146)).  It is straightforward to verify that all optical cross sections and efficiency
factors, the single-scattering albedo, the phase function, the asymmetry parameter, the
emission vector, and the radiation force also remain unchanged.

Further reading

The books by Colton and Kress (1983), Varadan et al. (1991) and de Hoop (1995)
provide a thorough theoretical introduction to the propagation and scattering of elec-
tromagnetic, acoustic, and elastodynamic waves.  Appendix 3 of Van Bladel (1964)
and chapter 6 of Varadan et al. (1991) list important formulas from vector and dyadic
algebra and vector and dyadic calculus.  The use of dyadics and dyadic Green’s func-
tions in electromagnetics is described by Tai (1993).
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Chapter 3

Scattering, absorption, and emission by collections
of independent particles

The formalism developed in the preceding chapter strictly applies only to the far-field
scattering and absorption of monochromatic or quasi-monochromatic light by an iso-
lated particle in the form of a single body or a fixed finite aggregate (Fig. 2.1) and to
the thermal emission from such a particle.  We will now describe how this formalism
can be extended to single and multiple scattering, absorption, and emission by collec-
tions of independently scattering particles under certain simplifying assumptions.

3.1 Single scattering, absorption, and emission by a small
volume element comprising randomly and sparsely
distributed particles

Consider first a small volume element having a linear dimension l, comprising a
number N of randomly positioned particles, and illuminated by a plane electromag-
netic wave.  Although the volume element is assumed to be macroscopically small, its
size must still be much larger than the size of the constituent particles and the wave-
length of the incident light.  We assume that N is sufficiently small that the mean dis-
tance between the particles is also much larger than the incident wavelength and the
average particle size.  We also assume that N is sufficiently small that the main con-
tribution to the total scattered radiation exiting the volume element comes from light
scattered only once.  In other words, the contribution to the total scattered signal of
light scattered two and more times by particles inside the volume element is assumed
to be negligibly small.  This is equivalent to requiring that the “scattering efficiency”
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2
sca

−�� lCN  of the volume element (i.e., the ratio of the total scattering cross section
of the particles contained in the volume element to the volume element’s geometrical
cross section) be much smaller than unity; �� scaC  is the average scattering cross sec-
tion per particle.  Finally, we assume that the positions of the particles during the
measurement are sufficiently random that there are no systematic phase relations be-
tween individual waves scattered by different particles.

Let the incident electric field be given by

),ˆiexp()( inc
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inc
0

inc rnErE ⋅= k    (3.1)

where the position vector r originates at the geometrical center of the volume element
O.  The total electric field scattered by the volume element at a large distance r from
O can be written as the vector sum of the partial fields scattered by the component
particles:
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where the position vector r of the observation point originates at O, and the index n
numbers the particles.  Since we ignore multiple scattering, we assume that each par-
ticle is excited only by the external incident field but not by the secondary fields
scattered by other particles.  Furthermore, because the particles are widely separated,
each of them scatters the incident wave in exactly the same way as if all other parti-
cles did not exist.  Therefore, according to Section 2.11, the partial scattered fields are
given by
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where ,ˆ rrr =  )ˆ,ˆ( incnrnS  is the amplitude scattering matrix of the nth particle, cen-
tered inside that particle, the phase n∆  is given by

),ˆˆ( inc
1 rnr −⋅= Onn k∆    (3.4)

and the vector Onr  connects the origin of the volume element O with the nth particle’s
origin.  As in Section 2.11, we have assumed that
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� 1.    (3.6)

These conditions explicitly indicate that the observation point is in the far-field zone
of the small volume element as a whole and that the latter is treated as a single scat-
terer.  We thus have
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where the total amplitude scattering matrix of the small volume element centered at O
is
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Since the n∆  vanish in the exact forward-scattering direction, substituting Eq.
(3.8) in Eqs. (2.140)–(2.146) yields the total extinction matrix of the small volume
element:
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where ��Κ  is the average extinction matrix per particle.  Equation (2.159) then gives
the total extinction cross section:

,)( extext

1

ext ��==
=

CNCC n

N

n

 (3.10)

where �� extC  is the average extinction cross section per particle.  Analogously, by
substituting Eq. (3.8) in Eqs. (2.106)–(2.121) and assuming that particle positions are
sufficiently random that
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it is straightforward to show that the total phase matrix of the volume element is given
by

,
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ZZZ Nn
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 (3.12)

where ��Z  is the average phase matrix per particle.   Equations (2.160) and (2.161)
then give the total scattering and absorption cross sections of the volume element:
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where �� scaC  is the average scattering cross section and �� absC  the average absorp-
tion cross section per particle.  Finally, Eqs. (2.166), (2.169), (2.178), and (2.186)
yield
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where �� prC  is the average radiation-pressure cross section and �� eΚ  the average
emission vector per particle.  Thus, the optical cross sections, the phase and extinction
matrices, and the emission vector of the small volume element comprising randomly
positioned, widely separated particles are obtained by adding the respective optical
characteristics of the individual particles.  Obviously, this property of additivity also
holds when the incident light is a parallel quasi-monochromatic beam rather than a
plane electromagnetic wave.

It should be recognized that at any given moment, the particles filling the volume
element form a certain spatial configuration, and the individual waves scattered by
different particles have a specific phase relation and interfere.  However, even a min-
ute displacement of the particles or a slight change in the scattering geometry during
the measurement may change the phase differences entirely.  Therefore, in almost all
practical situations the light singly scattered by a collection of randomly positioned
particles and measured by a real detector appears to be incoherent, and the optical
characteristics of individual particles must be added without regard to phase.

Because the total phase matrix of the volume element is the sum of the phase ma-
trices of the constituent particles, the nine independent quadratic relations between the
elements of the single-particle phase matrix as well as some quadratic inequalities
(see Section 2.6) generally no longer hold.  Still, there are a number of linear and
quadratic inequalities that can be used for testing the elements of theoretically or ex-
perimentally obtained phase matrices of particle collections (Hovenier and van der
Mee 2000).  The simplest and most important of them are

011 ≥Z  (3.17)

(cf. Eqs. (2.106) and (3.12)) and

.4 ..., ,1,      ,|| 11 =≤ jiZZij  (3.18)

Obviously, the reciprocity and symmetry relations (2.124) and (2.147a,b) remain
valid for the phase and extinction matrices of the volume element.
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3.2 Ensemble averaging

Scattering media encountered in practice are usually mixtures of particles with differ-
ent sizes, shapes, orientations, and refractive indices.  Equations (3.9)–(3.16) imply
that theoretical computations of single scattering of light by a small volume element
consisting of such particles must include averaging the optical cross sections, the
phase and extinction matrices, and the emission vector over a representative particle
ensemble.  The computation of ensemble averages is, in principle, rather straightfor-
ward.  For example, for homogeneous ellipsoids with semi-axes ],,[ maxmin aaa ∈

],,[ maxmin bbb ∈  and ],[ maxmin ccc ∈  and the same refractive index, the ensemble-
averaged phase matrix per particle is

),,;,,(d sind d d d d)ˆ,ˆ(
2  

0  

  

0  

2  

0  

  

  

  

  

  

  

max

min

max

min

max

min

cbapcba
c

c

b

b

a

a
γβαγββα

πππ

=�′� nnZ

 ,),,;,,;ˆ,ˆ( cbaγβαnn ′×Z  (3.19)

where the Euler angles ,α  ,β  and γ  specify particle orientations with respect to the
laboratory reference frame, and ),,;,,( cbap γβα  is a probability density function
satisfying the normalization condition:
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The integrals in Eq. (3.19) are usually evaluated numerically by using appropriate
quadrature formulas.  Some theoretical techniques (e.g., the T-matrix method) allow
analytical averaging over particle orientations, thereby bypassing time-consuming
integration over the Euler angles.

It is often assumed that the shape and size distribution and the orientation distri-
bution are statistically independent. The total probability density function can then be
simplified by representing it as a product of two functions, one of which, ),,,(s cbap
describes the particle shape and size distribution and the other of which, ),,,(o γβαp
describes the distribution of particle orientations:
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Each is normalized to unity:
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In consequence, the problems of computing the shape and size and the orientation
averages are separated. Similarly, it is often convenient to separate averaging over
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shapes and sizes by assuming that particle shapes and sizes are statistically independ-
ent.  For example, the shape of a spheroidal particle can be specified by its aspect
ratio ε  (the ratio of the largest to the smallest axes) along with the designation of
either prolate or oblate, whereas the size of the particle can be specified by an
equivalent-sphere radius a.  Then the shape and size probability density function

),(s ap ε  can be represented as a product

),()(),(s anpap εε =  (3.24)

where )(εp  describes the distribution of spheroid aspect ratios and )(an  is the distri-
bution of equivalent-sphere radii.  Again, both )(εp  and )(an  are normalized to
unity: 
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p  (3.25)

.1)(d
max

min

  

  
=ana

a

a
 (3.26)

In the absence of external forces such as magnetic, electrostatic, or aerodynamical
forces, all orientations of a nonspherical particle are equiprobable.  In this practically
important case of randomly oriented particles, the orientation distribution function is
uniform with respect to the Euler angles of rotation, and we have

.
8

1),,( 2randomo, π
γβα ≡p  (3.27)

An external force can make the orientation distribution axially symmetric, the axis of
symmetry being given by the direction of the force.  For example, interstellar dust
grains can be axially oriented by a cosmic magnetic field (Martin 1978), whereas
nonspherical hydrometeors can be axially oriented by the aerodynamical force re-
sulting from their non-zero falling velocity (Liou 1992).  In this case it is convenient
to choose the laboratory reference frame with the z-axis along the external force di-
rection so that the orientation distribution is uniform with respect to the Euler angles
α  and :γ

).(
4

1),,( o2axialo, β
π

γβα pp ≡  (3.28)

Particular details of the particle shape can also simplify the orientation distribution
function.  For example, for rotationally symmetric bodies it is convenient to direct the
z-axis of the particle reference frame along the axis of rotation, in which case the ori-
entation distribution function in the laboratory reference frame becomes independent
of the Euler angle :γ

).,(
2
1),,( oo βα
π

γβα pp ≡  (3.29)
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3.3 Condition of independent scattering

The inequalities (3.11a) and (3.11b) require the assumption that scattering is incoher-
ent and that the positions of the particles filling the volume element are uncorrelated
during the time necessary to make the measurement.  However, it is rather difficult to
give general and definitive criteria under which the inequalities (3.11a) and (3.11b)
are satisfied.  Also, there is no obvious prescription for specifying the minimal inter-
particle separation that allows the use of the concept of the single-particle amplitude
scattering matrix in Eq. (3.3) and makes particles effectively independent scatterers.
Exact computations for a few specific cases can perhaps provide qualitative guidance.
Figure 3.1 shows the results of exact T-matrix computations (Chapter 5) of the ratios
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versus scaϑ  for randomly oriented two-sphere clusters with touching or separated
components (Mishchenko et al. 1995).  The relative refractive index is 1.5 + i0.005,
the size parameter of the component spheres is ,51 =ak  where 1k  is the wave number
in the surrounding medium and a is the sphere radius, and the distance d between the
centers of the cluster components varies from 2a for touching spheres to 8a.  For
comparison, in the lower panel the thin solid curve depicts the results for single scat-
tering by independent spheres with 51 =ak  (regarding the upper panel, note that in
this case ;11122 ≡ZZ  see Section 4.8).  Obviously, the results for d = 8a are hardly
distinguishable from those for the independently scattering spheres.  Even as small a
distance between the component sphere centers as four times their radii combined
with averaging over cluster orientations is already sufficient to reduce greatly the
near-field and interference effects and produce scattering patterns very similar to
those for the independent particles.  For still larger spheres, with ,151 =ak  the com-
parisons that can be made from Fig. 3.2 suggest qualitative independence at even
smaller separations.  While these results with separation measured in terms of particle
size may be expected to become inapplicable for particles significantly smaller than a
wavelength, they suggest a simple approximate condition of independent scattering
by particles comparable to and larger than a wavelength.

3.4 Radiative transfer equation and coherent
backscattering

Let us now relax the requirement that the scattering medium be macroscopically small
and optically thin and be viewed from a distance much larger than its size.  We thus
assume that N is so large that the condition 2

sca
−�� lCN � 1 is violated, and the
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contribution of multiply scattered light to the total signal scattered by the medium can
no longer be ignored.  Furthermore, although the observation point is assumed to be
in the far-field zone of each constituent particle, it is not necessarily in the far-field
zone of the scattering medium as a whole, so that the observer may see scattered light
coming from different directions.  A traditional approach in such cases is to assume
that scattering by different particles is still independent (which implies that the parti-
cles are randomly positioned and widely separated) and compute the characteristics of
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Figure 3.1.  The ratios 1122 ZZ  and (%)1121 ZZ−  for randomly oriented two-sphere clusters
with touching )2( ad =  and separated components and independently scattering spheres.  The
component sphere size parameter ak1  is 5 and the relative refractive index is 1.5 + i0.005.
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multiply scattered radiation by solving the so-called radiative transfer equation
(RTE).

Radiative transfer theory originated as a phenomenological approach based on
considering the transport of energy through a medium filled with a large number of
particles and ensuring energy conservation (e.g., Chandrasekhar 1960; Sobolev 1974;
van de Hulst 1980; Apresyan and Kravtsov 1996; Lagendijk and van Tiggelen 1996;
Ishimaru 1997).  It has been demonstrated, however, that the RTE can in fact be de-
rived from the electromagnetic theory of multiple wave scattering in discrete random
media under certain simplifying assumptions (Mishchenko, 2002, 2003). This deriva-
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tion has clarified the physical meaning of the quantities entering the RTE and their
relation to single-scattering solutions of the Maxwell equations.

Instead of going into the details of this derivation, we will simply summarize the
main concepts of the phenomenological radiative transfer theory, present the conven-
tional form of the RTE, and explain the meaning of the quantities appearing in this
equation.  The electromagnetic radiation field at each point r inside the scattering
medium is approximated by a collection of quasi-monochromatic beams with a con-
tinuous distribution of propagation directions n̂  and angular frequencies ω  and is
characterized by the local four-component monochromatic specific intensity column
vector
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It is assumed that the elementary beams are incoherent and make independent contri-
butions to ).,ˆ,( ωnrI   The elements ),,ˆ,( ωnrQ  ),,ˆ,( ωnrU  and ),ˆ,( ωnrV  describe
the polarization state of light propagating in the direction n̂  at the observation point
specified by the position vector r, and the monochromatic specific intensity (or radi-
ance) ),ˆ,( ωnrI  is defined such that

 dddd),ˆ,( Ωωω StI nr  (3.32)

is the amount of electromagnetic energy in an angular frequency interval )d ,( ωωω +
which is transported in a time interval td  through a surface element Sd  normal to n̂
and centered at r in directions confined to a solid angle element Ωd  centered at the
direction of propagation .n̂   All elements of the specific intensity vector have the
dimension of monochromatic radiance: energy per unit frequency interval per unit
time per unit area per unit solid angle.

In the phenomenological radiative transfer theory, a medium filled with a large num-
ber of discrete, sparsely and randomly distributed particles is treated as continuous and
locally homogeneous.  The concept of single scattering and absorption by an individual
particle is thus replaced with the concept of single scattering and absorption by a small
homogeneous volume element.  Furthermore, it is assumed that the result of scattering is
not the transformation of a plane incident wave into a spherical scattered wave but,
rather, the transformation of the specific intensity vector of the incident light into the
specific intensity vector of the scattered light:

),,ˆ,(),ˆ,ˆ,( ),ˆ,( incincscasca ωωω nrnnrnr IZI =

where ),ˆ,ˆ,( incsca ωnnrZ  is the phase matrix of the small volume element.
An informal way to justify this assumption is to note that the product incincsca )ˆ,ˆ( IZ nn

in Eq. (2.102) may be interpreted as the scattered polarized power per unit solid angle.
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Specifically, the polarized energy flow across a surface element S∆  normal to scan̂  at a
distance r from the particle is given by incincsca2 )ˆ,ˆ(∆ IZ nn−rS  and is, at the same time,
equal to the polarized power scattered within the solid angle element 2∆∆ −= rSΩ  cen-
tered at .ˆ scan

Another assumption in the phenomenological radiative transfer theory is that the
scattering, absorption, and emission characteristics of the small volume element follow
from the Maxwell equations and are given by the incoherent sums of the respective char-
acteristics of the constituent particles according to Eqs. (3.9), (3.10), (3.12)–(3.14), and
(3.16).

The change in the specific intensity vector along the direction of propagation n̂  in a
medium containing sparsely and randomly distributed, arbitrarily oriented particles is
described by the following classical RTE (Rozenberg 1977; Tsang et al. 1985; Mish-
chenko 2002):

),ˆ,(),ˆ,()(),ˆ,(
d
d

0 ωωω nrnrrnr IKI ��−= n
s

),ˆ,(),ˆ,ˆ,(ˆd )(
4  

0 ωω
π

nrnnrnr ′�′�′+ IZn

,]),(,ˆ,[)( e0 ��+ ωrnrr Tn K  (3.33)

where the path-length element sd  is measured along the unit vector ,n̂  )(0 rn  is the
local particle number density, and ,),ˆ,( �� ωnrK  ,),ˆ,ˆ,( �′� ωnnrZ  and

�� ]),(,ˆ,[e ωrnr TK  are the local ensemble-averaged extinction and phase matrices
and emission vector per particle, respectively.  The first term on the right-hand side of
Eq. (3.33) describes the change in the specific intensity vector over the distance sd
caused by extinction and dichroism, the second term describes the contribution of
light illuminating a small volume element centered at r from all directions n′ˆ  and
scattered into the direction ,n̂  and the third term describes the contribution of the
emitted light.

The radiative transfer equation must be supplemented by boundary conditions ap-
propriate for a given physical problem.  In particular, the boundary conditions must
correspond to the macroscopic geometry of the scattering medium and specify the
direction, polarization state, and frequency distribution of the external incident light.
For example, in the case of light scattering by the atmosphere, a standard model is a
plane-parallel particulate medium illuminated from above by a parallel beam repre-
senting solar radiation and bounded from below by a reflecting surface.  The solution
of the RTE yields the specific intensity vector of the outgoing radiation at each
boundary point and, thereby, the angular distribution and polarization state of light
multiply scattered (reflected and transmitted) by the medium.  It also provides the
specific intensity vector of the internal radiation field.  General solutions of Eq. (3.33)
have been discussed by, e.g., Mishchenko (1990a) and Haferman (2000).

Despite the approximate character of the standard radiative transfer theory, it pro-
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vides a powerful and reasonably general prescription for the treatment of the interac-
tion of light with particulate media and is accordingly applicable to a broad range of
practical situations.  However, owing to some of the basic assumptions in the devel-
opment of the classical RTE, there are circumstances for which it is not sufficient.
For example, since the classical RTE does not take full account of interference effects
it does not describe directly the so-called coherent backscattering of light (otherwise
known as weak photon localization) (Watson 1969).  To explain the physical origin of
this phenomenon, let us consider a layer composed of discrete, randomly positioned
scattering particles and illuminated by a parallel beam of light incident in the direc-
tion illn̂  (Fig. 3.3).  The distant observer measures the intensity of light reflected by
the layer in the direction .ˆ obsn   The reflected signal is composed of the contributions
made by waves scattered along various paths inside the layer involving different
combinations of particles.  Let us consider the two conjugate scattering paths shown
in Fig. 3.3 by solid and broken lines.  These paths go through the same group of N
particles, denoted by their positions ,1r ,2r …, ,Nr  but in opposite directions.  The
waves scattered along the two conjugate paths interfere, the interference being con-
structive or destructive depending on the phase difference

),ˆˆ()( obsill11 nnrr +⋅−= Nk∆   (3.34)

where 1k  is the wave number in the surrounding medium.  If the observation direc-
tion is far from the exact backscattering direction given by ,ˆ illn−  then the waves
scattered along conjugate paths involving different groups of particles interfere in
different ways, and the average effect of the interference is zero owing to the ran-
domness of particle positions.  Consequently, the observer measures some average,
incoherent intensity that is well described by the classical radiative transfer theory.
However, at exactly the backscattering direction ),ˆˆ( illobs nn −=  the phase difference
between conjugate paths involving any group of particles is identically equal to zero,
Eq. (3.34), and the interference is always constructive, thereby resulting in a coherent

Nr

1−Nr

2r

1r

illn̂illn̂obsn̂ obsn̂

…

Figure 3.3.  Schematic explanation of coherent backscattering.
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backscattering intensity peak superposed on the incoherent background (Tsang et al.
1985; Barabanenkov et al. 1991; Sheng 1995).  The scattering paths involving only
one particle do not have conjugate counterparts and do not contribute to the coherent
intensity peak.  Kuga and Ishimaru (1984) were the first to detect coherent backscat-
tering in a controlled laboratory experiment, although it may have been unknowingly
observed by Lyot (1929) in the form of the so-called coherent polarization opposition
effect (Mishchenko et al. 2000e).

An exact computation of the coherent backscattering effect based on solving the
Maxwell equations is feasible only for few-component clusters and is complicated by
several factors.  First, the scattering pattern for a monodisperse cluster in a fixed ori-
entation is always heavily burdened by multiple maxima and minima resulting from
the interference of partial waves scattered by the cluster components and by the intri-
cate resonance structure of the single-scattering contribution (Section 9.1).  Second,
the scattering pattern can be further affected by near-field effects that result from the
close proximity of the component particles.  Third, simple trigonometry shows that
the angular width of the coherent backscattering intensity peak is of the order

,21 11 ��=�� ddk πλ  where ��d  is the average distance between the cluster compo-
nents and 1λ  is the wavelength in the surrounding medium.  Therefore, the peak may
be too broad to be identified reliably unless the cluster components are widely sepa-
rated.  However, increasing the distance between the cluster components diminishes
the contribution of multiple scattering and, thus, the amplitude of the coherent back-
scattering peak, thereby making it difficult to detect.

To smooth out the effect of the first factor and make the backscattering peak de-
tectable, one must compute a scattering pattern that is averaged over particle sizes,
cluster orientations, and distances between the components.  Furthermore, the average
distance between the cluster components must be much larger than the size of the
components and the wavelength but yet small enough that the multiple-scattering
contribution to the total signal is still significant.

Ismagilov and Kravtsov (1993) studied analytically the simplest case, two widely
separated spheres with diameters much smaller than the wavelength, but found that
the amplitude of the coherent backscattering intensity peak was extremely small be-
cause of the weakness of the multiple-scattering contribution to the total scattered
signal.  Mishchenko (1996a) used the exact superposition T-matrix method (Section
5.9) to compute far-field scattering by polydisperse, randomly oriented clusters com-
posed of two equal wavelength-sized spheres with varying center-to-center distances.
He computed the ratio of the intensity scattered by the clusters to the intensity scat-
tered by two independent polydisperse spheres of the same average size, assuming
unpolarized incident light.  Figure 3.4 shows this ratio versus scattering angle (the
angle between the incidence and scattering directions) calculated for ,251 =��dk  av-
erage component sphere size parameter ,51 =��ak  and relative refractive index m =
1.2.  The curve clearly exhibits a backscattering enhancement with an angular width
comparable to ��dk11  and an amplitude of about 1.03.  Mishchenko (1996a) found
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that this feature persisted when ,1 ��dk  ,1 ��ak  and m were varied, thereby indicating
that it was indeed caused by coherent backscattering.

The amplitude of the coherent backscattering peak (the ratio of the intensity in the
center of the peak to the background value) can be significantly greater for very large
collections of particles because of the much stronger contribution of multiple scatter-
ing (van Albada and Lagendijk 1985; Wolf et al. 1988; Labeyrie et al. 2000).  For
example, the measurement results depicted in Fig. 3.5 show an amplitude of almost
1.8.  Unfortunately, the exact theory of coherent backscattering for large particle col-
lections is extremely complicated and has been developed only for the case of reflec-
tion of light by a semi-infinite layer composed of nonabsorbing particles with sizes
much smaller than the wavelength (Ozrin 1992; Amic et al. 1997).  An exact result
was obtained by Mishchenko (1992b), who used the reciprocity relation of Eq.
(2.124) to show that the photometric and polarization characteristics of coherent
backscattering at exactly the backscattering direction as well as outside the backscat-
tering peak can be expressed in terms of the solution of the classical RTE.  Other
theoretical approaches are based on the so-called diffusion approximation (Stephen
and Cwilich 1986) and the Monte Carlo technique (van Albada and Lagendijk 1987;
Martinez and Maynard 1994; Iwai et al. 1995).

Because the angular width of the intensity peak caused by coherent backscattering
from optically thick layers is proportional to the ratio of the wavelength to the photon
mean free path, it is negligibly small for sparse particle collections and does not affect
the results of remote sensing observations of such tenuous objects as clouds, aerosols,
and precipitation.  However, measurements of coherent backscattering have proved to
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Figure 3.4.  Coherent backscattering by polydisperse, randomly oriented two-sphere clusters.
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be a valuable characterization tool in laboratory and remote sensing studies of layers
composed of more closely spaced particles, such as particle suspensions and natural
and artificial particulate surfaces (e.g., Muinonen 1993; Shkuratov 1994; Mishchenko
1996b; POAN Research Group 1998; Lenke and Maret 2000).

Further reading

A detailed discussion of the concept of single scattering by a small volume element
was recently presented by Mishchenko et al. (2004a).

1

1.2

1.4

1.6

1.8

2

20 10 0 10 20
Phase angle (mrad)

E
nh

ac
em

en
t f

ac
to

r

Figure 3.5.  Angular profile of the coherent backscattering peak produced by a 1500-µm-thick
slab of 9.6 vol% of 0.215-µm-diameter polystyrene spheres suspended in water.  The slab was
illuminated by a linearly polarized laser beam )nm633( 1 =λ  incident normally to the slab
surface. The scattering plane (i.e., the plane through the vectors illn̂  and ,ˆ obsn  Fig. 3.3) was
fixed in such a way that the electric vector of the incident beam vibrated in this plane.  The
detector measured the component of the backscattered intensity polarized parallel to the scat-
tering plane.  The curve shows the profile of the backscattered intensity normalized by the in-
tensity of the incoherent background as a function of the phase angle.  The latter is defined as
the angle between the vectors obsn̂  and .ˆ illn−  (After van Albada et al. 1987.)
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Chapter 4

Scattering matrix and macroscopically isotropic
and mirror-symmetric scattering media

By definition, the phase matrix relates the Stokes parameters of the incident and scat-
tered beams, defined relative to their respective meridional planes.  In contrast to the
phase matrix, the scattering matrix F relates the Stokes parameters of the incident and
scattered beams defined with respect to the scattering plane, that is, the plane through
the unit vectors incn̂  and scan̂  (van de Hulst 1957).

A simple way to introduce the scattering matrix is to direct the z-axis of the refer-
ence frame along the incident beam and superpose the meridional plane with 0=ϕ
and the scattering plane (Fig. 4.1).  Then the scattering matrix F can be defined as

)( scaϑF = ).0,0;0,( incincscasca === ϕϑϕϑZ        (4.1)

In general, all 16 elements of the scattering matrix are non-zero and depend on the
particle orientation with respect to the incident and scattered beams.

The choice of laboratory reference frame, with z-axis along the incidence direction
and the xz-plane with 0≥x  coinciding with the scattering plane, can often be incon-
venient because any change in the incidence direction and/or orientation of the scat-
tering plane also changes the orientation of the scattering particle with respect to the
coordinate system.  However, we will show in this chapter that the concept of the
scattering matrix can be very useful in application to so-called macroscopically iso-
tropic and mirror-symmetric scattering media, because the scattering matrix of such a
particle collection becomes independent of incidence direction and orientation of the
scattering plane, depends only on the angle )ˆˆarccos( scainc nn ⋅=Θ  between the inci-
dence and scattering directions, and has a simple block-diagonal structure.
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4.1 Symmetries of the Stokes scattering matrix

We begin by considering special symmetry properties of the amplitude scattering
matrix that exist when both the incidence and the scattering directions lie in the xz-
plane (van de Hulst 1957).  For the particle shown schematically in Fig. 4.2(a), let

�
�

�
�
�

�

2221

1211

SS
SS

    (4.2a)

be the amplitude scattering matrix that corresponds to the directions of incidence and
scattering given by incn̂  and ,ˆ scan  respectively (Fig. 4.1).  Rotating this particle by
180º about the bisectrix (i.e., the line in the scattering plane that bisects the angle

Θπ −  between the unit vectors incn̂−  and scan̂  in Fig. 4.1) puts it in the orientation
schematically shown in Fig. 4.2(b).  It is clear that the amplitude scattering matrix
(4.2a) is also the amplitude scattering matrix for this rotated particle when the direc-
tions of incidence and scattering are given by scan̂−  and ,ˆ incn−  respectively.  There-
fore, the reciprocity relation (2.64) implies that the amplitude scattering matrix of the
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Figure 4.1.  The xz-plane of the reference frame acts as the scattering plane.  The arrows per-
pendicular to the unit -n̂ vectors show the corresponding unit -ϑ̂ vectors.  The symbols ⊕ and
⊙ indicate the corresponding unit -ϕ̂ vectors, which are directed into and out of the paper,
respectively.
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particle shown in Fig. 4.2(b) that corresponds to the original directions of incidence
and scattering, incn̂  and ,ˆ scan is simply

.
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−
SS
SS

 (4.2b)

Mirroring the original particle, Fig. 4.2(a), with respect to the scattering plane
gives the particle shown in Fig. 4.2(c).  If we also reversed the direction of the unit
vectors incϕ̂  and scaϕ̂  in Fig. (4.1), then we would have the same scattering problem
as for the particle shown in Fig. 4.2(a).  We may thus conclude that the amplitude
scattering matrix for the particle shown in Fig. 4.2(c) that corresponds to the direc-
tions of incidence and scattering incn̂  and scan̂  is
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  (4.2c)

Finally, mirroring the original particle with respect to the bisectrix plane (i.e., the
plane through the bisectrix and the y-axis) gives the particle shown in Fig. 4.2(d).
Since this particle is simply the mirror-symmetric counterpart of the particle shown in
Fig. 4.2(b), its amplitude scattering matrix corresponding to the directions of inci-
dence and scattering incn̂  and scan̂  is
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 (4.2d)

It can be seen that any two of the three transformations shown in Figs. 4.2(b)–4.2(d)
give the third.

We will now discuss the implications of Eqs. (4.2a)–(4.2d) for Stokes scattering
matrices of collections of independently scattering particles, by considering the fol-
lowing four examples (van de Hulst 1957).

(1) Let us first assume that a small volume element contains only one kind of par-
ticle and that each particle in a specific position, say Fig. 4.2(a), is accompanied by a
particle in the reciprocal position, Fig. 4.2(b). It then follows from Eqs. (2.106)–

(a) (b) (c) (d)

Figure 4.2.  Two orientations of an arbitrary particle and two orientations of its mirror-
symmetric particle that give rise to certain symmetries in scattering patterns.  (After van de
Hulst 1957.)
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(2.121), (3.12), (4.1), (4.2a), and (4.2b) that the scattering matrix of the small volume
element has the following symmetry:

.

44342414

34332313

24232212

14131211

�
�
�
�
�

�

�

�
�
�
�
�

�

�

−
−−

FFFF
FFFF
FFFF
FFFF

   (4.3)

The number of independent matrix elements is 10.
(2) As a second example, let us assume that the volume element contains particles

and their mirror-symmetric counterparts such that for each particle in orientation (a) a
mirror-symmetric particle in orientation (c) is present (Fig. 4.2).  This excludes, for
example, scattering media composed of only right-handed or only left-handed helices.
It is easy to verify that the resulting scattering matrix involves eight independent ele-
ments and has the following structure:
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   (4.4)

(3) As a third example, consider a volume element containing particles and their
mirror-symmetric counterparts and assume that any particle in orientation (a) is ac-
companied by a mirror-symmetric particle in orientation (d), Fig. 4.2.  The scattering
matrix becomes
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and has 10 independent elements.
(4) Finally, consider a volume element containing particles and their mirror-

symmetric counterparts and make any two of the preceding assumptions.  The third
assumption follows automatically, so that there are equal numbers of particles in ori-
entations (a), (b), (c), and (d). The resulting scattering matrix is
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   (4.6)

and has eight non-zero elements, of which only six are independent.
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4.2 Macroscopically isotropic and mirror-symmetric
scattering medium

Now we are ready to consider scattering by a small volume element containing ran-
domly oriented particles.  This means that there are many particles of each type and
their orientation distribution is uniform (see Eq. (3.27)).  In this case the assumptions
of example (1) from the previous section are satisfied, and the total scattering matrix
is given by Eq. (4.3).  Furthermore, if particles and their mirror-symmetric counter-
parts are present in equal numbers or each particle has a plane of symmetry, then the
assumptions of example 4 are satisfied, and the resulting scattering matrix is given by
Eq. (4.6).

As a consequence of random particle orientation, the scattering medium is macro-
scopically isotropic (i.e., there is no preferred propagation direction and no preferred
plane through the incidence direction).  Therefore, the scattering matrix becomes in-
dependent of the incidence direction and the orientation of the scattering plane and
depends only on the angle between the incidence and scattering directions, that is, the
scattering angle

),ˆˆarccos( scainc nn ⋅=Θ ].,0[ πΘ ∈

Furthermore, the assumptions of example (4) ensure that the scattering medium is
macroscopically mirror-symmetric with respect to any plane and make the structure
of the scattering matrix especially simple.  Therefore, scattering media composed of
equal numbers of randomly oriented particles and their mirror-symmetric counterparts
and/or randomly oriented particles having a plane of symmetry can be called macro-
scopically isotropic and mirror-symmetric.  Although this type of scattering medium
might be thought to be a rather special case, it nonetheless provides a very good nu-
merical description of the scattering properties of many particle collections encoun-
tered in practice and is by far the most often used theoretical model.  To emphasize
that the scattering matrix of a macroscopically isotropic and mirror-symmetric scat-
tering medium depends only on the scattering angle, we rewrite Eq. (4.6) as
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   (4.7)

where N is the number of particles in the volume element and �� )(ΘF  is the ensem-
ble-averaged scattering matrix per particle.

As a direct consequence of Eqs. (3.17) and (3.18) we have the inequalities

,011 ≥F    (4.8)

.4,,1,       ,|| 11 �=≤ jiFFij    (4.9)
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Additional general inequalities for the elements of the scattering matrix (4.7) are

,4)(4)( 2
12

2
2211

2
34

2
4433 FFFFFF −+≤++  (4.10)

,|| 22114433 FFFF −≤−  (4.11)

,|| 12111222 FFFF −≤−  (4.12)

.|| 12111222 FFFF +≤+  (4.13)

The proof of these and other useful inequalities is given in Hovenier et al. (1986).

4.3 Phase matrix

Knowledge of the matrix )(ΘF  can be used to calculate the Stokes phase matrix for a
macroscopically isotropic and mirror-symmetric scattering medium.  Assume that

incsca0 ϕϕ −< π<  and consider phase matrices ),;,( incincscasca ϕϑϕϑZ  and ,( scaϑZ
).,; scaincinc ϕϑϕ   The second matrix involves the same zenith angles of the incident

and scattered beams as the first, but the azimuth angles are switched, as indicated in
their respective scattering geometries; these are shown in Figs. 4.3(a), (b).  The phase
matrix links the Stokes vectors of the incident and scattered beams, specified relative
to their respective meridional planes.  Therefore, to compute the Stokes vector of the
scattered beam with respect to its meridional plane, we must

● calculate the Stokes vector of the incident beam with respect to the scattering
plane;

● multiply it by the scattering matrix, thereby obtaining the Stokes vector of the
scattered beam with respect to the scattering plane; and finally

● compute the Stokes vector of the scattered beam with respect to its meridional
plane (Chandrasekhar 1960).

This procedure involves two rotations of the reference plane, as shown in Figs. 4.3(a),
(b), and yields

)()()( ),;,( 12
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 (4.14)



4   Scattering matrix and isotropic and mirror-symmetric media 89

1σ

2σ

y

x

z

scan̂

Θ incn̂

1σ
2σ

y

x

z

Θ
incn̂

(a)

(b)

scan̂

Figure 4.3.  Illustration of the relationship between the phase and scattering matrices.
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)()()( ),;,( 12
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 (4.15)

where
,2 ,1      ,2sin     ,2cos === iSC iiii σσ  (4.16)

and the rotation matrix L is defined by Eq. (1.97).  (Recall that a rotation angle is
positive if the rotation is performed in the clockwise direction when one is looking in
the direction of propagation; see Section 1.5.)  The scattering angle Θ  and the angles

1σ  and 2σ  can be calculated from incscaincsca   and  ,,, ϕϕϑϑ using spherical trigo-
nometry:

),cos(sinsincoscoscos incscaincscaincsca ϕϕϑϑϑϑΘ −+=  (4.17)

,
sinsin

coscoscoscos inc

incsca

1 Θϑ
Θϑϑσ −=   (4.18)

.
sinsin

coscoscoscos sca

scainc

2 Θϑ
Θϑϑσ −=  (4.19)

Equations (4.14)–(4.19) demonstrate the obvious fact that the phase matrix of a mac-
roscopically isotropic and mirror-symmetric medium depends only on the difference
between the azimuthal angles of the scattered and incident beams rather than on their
specific values. Comparison of Eqs. (4.14) and (4.15) yields the symmetry relation
(Hovenier 1969):

,),;,( ),;,( 34
incincscasca

34
scaincincsca ∆Z∆Z ϕϑϕϑϕϑϕϑ =  (4.20)
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It is also easy to see from either Eq. (4.14) or Eq. (4.15) that (Hovenier 1969)

,),;,( ),;,( 34
incincscasca

34
incincscasca ∆Z∆Z ϕϑϕϑϕϑπϕϑπ =−−  (4.22)

which is a manifestation of symmetry with respect to the xy-plane.  Finally, we can
verify that

,)],;,([ ),;,( 3
Tincincscasca

3
scascaincinc ∆Z∆Z ϕϑϕϑπϕϑππϕϑπ =+−+−  (4.23)
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where the matrix 3∆  is given by Eq. (2.125).  Obviously, this is the reciprocity rela-
tion (2.124).  Other symmetry relations can be derived by forming combinations of
Eqs. (4.20), (4.22), and (4.23).  For example, combining Eqs. (4.20) and (4.22) yields

).,;,( ),;,( incincscascascaincincsca ϕϑϕϑϕϑπϕϑπ ZZ =−−   (4.24)

Although Eq. (4.14) is valid only for ,0 incsca πϕϕ <−<  combining it with Eq.
(4.20) yields the phase matrix for all possible incidence and scattering directions.  The
symmetry relations (4.22) and (4.23) further reduce the range of independent scatter-
ing geometries and can be very helpful in theoretical calculations or consistency
checks on measurements.

4.4 Forward-scattering direction and extinction matrix

By virtue of spatial isotropy, the extinction matrix of a macroscopically isotropic and
mirror-symmetric medium is independent of the direction of light propagation and
orientation of the reference plane used to define the Stokes parameters.  It also fol-
lows from Eqs. (2.142)–(2.145), (3.9), and (4.2a)–(4.2d) that 13Κ = 14Κ = 23Κ = 24Κ =

31Κ = 32Κ = 41Κ = .042 =Κ  Furthermore, we are about to show that the remaining off-
diagonal elements of the extinction matrix also vanish.

We will assume for simplicity that light is incident along the positive direction of
the z-axis of the laboratory reference frame and will use the xz-plane with 0≥x  as
the meridional plane of the incident beam.  We will also assume that the initial orien-
tation of a particle is such that the particle reference frame coincides with the labora-
tory reference frame.  The forward-scattering amplitude matrix of the particle in the
initial orientation computed in the laboratory reference frame is thus equal to the for-
ward-scattering amplitude matrix computed in the particle reference frame.  We will
denote the latter as .PS   Let us now rotate the particle through an Euler angle α
about the z-axis in the clockwise direction as viewed in the positive z-direction (Figs.
2.2 and 4.4) and denote the forward-scattering amplitude matrix of this rotated parti-
cle with respect to the laboratory reference frame as .α

LS   This matrix relates the col-
umn of the electric field vector components of the incident field to that of the field
scattered in the exact forward direction:

, inc

inc

sca

sca

�
�
�

�

�
�
�

�
∝

�
�
�

�

�
�
�

�

L

L
L

L

L

E
E

E
E

ϕ

ϑα

ϕ

ϑ S  (4.25)

where the subscript L indicates that all field components are computed in the labora-
tory reference frame.  Figure 4.4 shows the directions of the respective unit ϑ̂ - and

-ϕ̂ vectors for the incident and the forward-scattered beams.  Simple trigonometry
allows us to express the column of the electric vector components in the particle ref-
erence frame in terms of that in the laboratory reference frame by means of a trivial
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matrix multiplication (cf. Fig. 4.4):
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where αcos=C  and .sinα=S  Conversely,
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Rewriting Eq. (4.25) in the particle reference frame,
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and using Eqs. (4.26) and (4.27), we finally derive
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For 0=α  and ,2πα =
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Figure 4.4.  Rotation of the particle through an Euler angle α  about the z-axis transforms the
laboratory reference frame L{x, y, z} into the particle reference frame }.,,{ zyxP ′′   Since both
the incident and the scattered beams propagate in the positive z-direction, their respective unit

-ϑ̂  and -ϕ̂ vectors are the same.
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Because we are assuming random orientation of the particles in the small volume
element, for each particle in the initial orientation, ,0=α  there is always a particle of
the same type but in the orientation corresponding to .2πα =   It, therefore, follows
from Eqs. (2.141), (2.146), (3.9), (4.30), and (4.31) that 12Κ = 21Κ = 34Κ = .043 =Κ
Finally, recalling Eq. (2.159), we conclude that the extinction matrix of a small vol-
ume element containing equal numbers of randomly oriented particles and their mir-
ror-symmetric counterparts and/or randomly oriented particles having a plane of
symmetry is diagonal:

,)ˆ( extext ∆∆ΚΚ ��==≡ CNCn  (4.32)

where 
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is the 44×  unit matrix, N is the number of particles in the volume element, and
�� extC  is the average extinction cross section per particle, which is now independent

of the direction of propagation and polarization state of the incident light.  This sig-
nificant simplification is useful in many practical circumstances.

The scattering matrix also becomes simpler when .0=Θ  From Eqs. (2.107),
(2.110), (2.117), (2.120), (4.30), and (4.31), we find that === )0()0()0( 342112 FFF

.0)0(43 =F  Equation (4.29) gives for :4πα =
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Equations (2.111), (2.116), (4.30), and (4.33) and a considerable amount of algebra
yield ).0()0( 3322 FF =   Thus, recalling Eq. (4.7), we find that the forward-scattering
matrix for a macroscopically isotropic and mirror-symmetric medium is diagonal and
has only three independent elements:
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(van de Hulst 1957).
Rotationally-symmetric particles are obviously mirror-symmetric with respect to

the plane through the direction of propagation and the axis of symmetry.  Choosing
this plane as the -zx ′′ plane of the particle reference frame, we see from Eq. (4.2c)
that .02112 == PP SS   This simplifies the amplitude scattering matrices (4.30) and
(4.33) and ultimately yields
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)0()0(0      ,)0()0(2)0( 1122112244 FFFFF ≤≤−=    (4.35)

(Mishchenko and Travis 1994c; Hovenier and Mackowski 1998).

4.5 Backward scattering

Equation (4.1) provides an unambiguous definition of the scattering matrix in terms
of the phase matrix, except for the exact backscattering direction.  Indeed, the back-
scattering direction for an incidence direction ),( incinc ϕϑ  is given by

).,( incinc πϕϑπ +−  Therefore, the complete definition of the scattering matrix should
be as follows:
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which seems to be different from Eq. (4.1).  It is easy to see, however, that
),0,0;,()0,0;,()()0,0;0,( ππππππ ZZLZ ≡=  cf. Eq. (1.97), which demonstrates

the equivalence of the two definitions.
We are ready now to consider the case of scattering in the exact backward direc-

tion, using the complete definition of the scattering matrix and the backscattering
theorem derived in Section 2.3.  Let us assume that light is incident along the positive
z-axis of the laboratory coordinate system and is scattered in the opposite direction;
we use the xz-plane with 0≥x  as the meridional plane of the incident beam.  As in
the previous section, we consider two particle orientations relative to the laboratory
reference frame: (i) the initial orientation, when the particle reference frame coincides
with the laboratory reference frame, and (ii) the orientation obtained by rotating the
particle about the z-axis through a positive Euler angle .α  Figure 4.5 shows the re-
spective unit -ϑ̂  and -ϕ̂ vectors for the incident and the backscattered beams.  De-
note the backscattering amplitude matrix in the particle reference frame as PS  and
the backscattering amplitude matrix in the laboratory reference frame for the rotated
particle as .α

LS  A derivation similar to that in the previous section gives
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 (4.36)

This formula can be simplified, because the backscattering theorem (2.65) yields
.1221 PP SS −=   Assuming that particles are randomly oriented and considering the

cases 0=α  and ,2πα =  we find that .0)()()()( 43342112 ==== ππππ FFFF
Similarly, considering the cases 0=α  and 4πα =  yields ).()( 2233 ππ FF −=   Fi-
nally, recalling Eqs. (2.131) and (4.7), we conclude that the backscattering matrix for
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a macroscopically isotropic and mirror-symmetric medium is diagonal and has only
two independent elements:
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(Mishchenko and Hovenier 1995).  According to Eq. (4.9) ,1144 FF ≤  so we always
have

.0)(22 ≥πF  (4.38)

4.6 Scattering cross section, asymmetry parameter, and
radiation pressure

Like all other macroscopic scattering characteristics, the average scattering cross sec-
tion per particle for a macroscopically isotropic and mirror-symmetric medium is in-
dependent of the direction of illumination.  Therefore, we will evaluate the integral on
the right-hand side of Eq. (2.160) assuming that the incident light propagates along
the positive z-axis of the laboratory reference frame and that the xz-plane with 0≥x
is the meridional plane of the incident beam.  Figure 4.6 shows that in order to com-
pute the Stokes vector of the scattered beam with respect to its own meridional plane,
we must rotate the reference frame of the incident beam by the angle ,ϕ  thereby
modifying the Stokes vector of the incident light according to Eq. (1.97) with ,ϕη =
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Figure 4.5.  As in Fig. 4.4, but for the case of scattering in the exact backward direction.
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and then multiply the new Stokes vector of the incident light by the scattering matrix.
Therefore, the average phase matrix per particle is simply
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Substituting this formula in Eq. (2.160), we find that the average scattering cross sec-
tion per particle is independent of the polarization state of the incident light and is
given by

.)( sin d2 11
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sca ��=�� ϑϑϑπ

π

FC  (4.40)

The ensemble-averaged asymmetry parameter must also be independent of ,ˆ incn  and
Eqs. (2.166), (2.169), and (4.39) yield
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Obviously, �� Θcos  is polarization-independent.  Equations (2.176), (4.39), and
(4.41) show that the average radiation force per particle is now directed along :ˆ incn

y

x

z

scan̂

incn̂

ϑ

ϕ

Figure 4.6.  Illustration of the relationship between the phase and scattering matrices when the
incident light propagates along the positive z-axis.
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where

����−��=�� Θcosscaextpr CCC  (4.43)

is the polarization- and direction-independent average radiation-pressure cross section
per particle.  The average absorption cross section per particle,

,scaextabs ��−��=�� CCC  (4.44)

and the average single-scattering albedo,
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are also independent of the direction and polarization of the incident beam.  The
same, of course, is true of the extinction, scattering, absorption, and radiation pressure
efficiency factors, defined as
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respectively, where ��G  is the average projection area per particle.

4.7 Thermal emission

Because the ensemble-averaged emission vector for a macroscopically isotropic and
mirror-symmetric medium must be independent of the emission direction, we will
calculate the integral on the right-hand side of Eq. (2.186) for light emitted in the
positive direction of the z-axis and will use the meridional plane 0=ϕ  as the refer-
ence plane for defining the emission Stokes vector.  It is then obvious from Fig. 4.7
that the corresponding average phase matrix per particle can be calculated as
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Inserting this formula and Eqs. (4.32) and (4.40) in Eq. (2.186) yields
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),,(),(),,ˆ( babsee ωωω TCTT IΚΚ ��=��≡�� n   (4.48)

where �� absC  may depend on frequency and ),(b ωTI  is the blackbody Stokes vector
defined by Eq. (2.184).  Thus, the radiation emitted by a small volume element com-
prising equal numbers of randomly oriented particles and their mirror-symmetric
counterparts and/or randomly oriented particles having a plane of symmetry is not
only isotropic but also unpolarized.  The first (and the only non-zero) element of the
average emission vector per particle is simply equal to the product of the average ab-
sorption cross section and the Planck function.  Substituting Eq. (4.48) in Eq. (2.187),
we see that the emission component of the average radiation force exerted on particles
forming a macroscopically isotropic and mirror-symmetric medium is identically
equal to zero:

.0)(e ≡�� TF

4.8 Spherically symmetric particles

The structure of the scattering matrix simplifies further for spherically symmetric
particles, that is, for homogeneous or radially inhomogeneous spherical bodies com-
posed of optically isotropic materials.  The refractive index inside such particles is a
function of only the distance from the particle center.  Irrespective of their “orienta-
tion” relative to the laboratory reference frame, spherically symmetric particles are
obviously mirror-symmetric with respect to the xz-plane. Directing the incident light

y
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n̂

ϑ

ϕ

′

′

′

Figure 4.7.  Illustration of the relationship between the phase and scattering matrices when the
scattered light propagates along the positive z-axis.
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along the positive z-axis, restricting the scattering direction to the xz-plane with
,0≥x  and using this plane for reference, we find from Eqs. (4.2a) and (4.2c) that the

amplitude scattering matrix is always diagonal ).0( 2112 == SS  Therefore, Eqs.
(2.106), (2.111), (2.116), (2.121), and (4.7) yield

.
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Θ

FF
FF

FF
FF

F  (4.49)

A scattering matrix of this type appears in the standard Lorenz–Mie theory of light
scattering by homogeneous isotropic spheres; therefore, the above matrix will be re-
ferred to as the Lorenz–Mie scattering matrix.  The results of the previous sections on
forward and backward scattering imply that

).()(     and     )0()0( 11331133 ππ FFFF −==  (4.50)

4.9 Effects of nonsphericity and orientation

The previous discussion of symmetries enables us to summarize the most fundamental
effects of particle nonsphericity and orientation on single-scattering patterns.  If particles
are not spherically symmetric and do not form a macroscopically isotropic and mirror-
symmetric medium, then, in general,

● the 44×  extinction matrix does not degenerate to a direction- and polarization-
independent scalar extinction cross section;

● the extinction, scattering, absorption, and radiation-pressure cross sections, the
single-scattering albedo, and the asymmetry parameter depend on the direction
and polarization state of the incident beam;

● all four elements of the emission vector are non-zero and orientation dependent;
● the direction of the radiation force does not coincide with the direction of inci-

dence, and the emission component of the radiation force is non-zero;
● the scattering matrix F does not have the simple block-diagonal structure of Eq.

(4.7): all 16 elements of the scattering matrix can be non-zero and depend on the
incidence direction and the orientation of the scattering plane rather than only on
the scattering angle;

● the phase matrix depends on the specific values of the azimuthal angles of the
incidence and scattering directions rather than on their difference, it cannot be
represented in the form of Eqs. (4.14) and (4.15), and it does not obey the sym-
metry relations (4.20) and (4.22).

Any of these effects can directly indicate the presence of oriented particles lacking
spherical symmetry.  For example, measurements of interstellar polarization are used in
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astrophysics to detect preferentially oriented dust grains causing different values of ex-
tinction for different polarization components of the transmitted starlight (Martin 1978).
Similarly, the depolarization of radiowave signals propagating through the Earth’s at-
mosphere may indicate the presence of partially aligned nonspherical hydrometeors
(Oguchi 1983).

If nonspherical particles are randomly oriented and form a macroscopically iso-
tropic and mirror-symmetric scattering medium, then

● the extinction matrix reduces to the scalar extinction cross section, Eq. (4.32);
● all optical cross sections, the single-scattering albedo, and the asymmetry pa-

rameter become orientation and polarization independent;
● the emitted radiation becomes isotropic and unpolarized;
● the radiation force is directed along the incident beam, and the emission com-

ponent of the radiation force vanishes;
● the phase matrix depends only on the difference between the azimuthal angles

of the incidence and scattering directions rather than on their specific values,
has the structure specified by Eqs. (4.14) and (4.15),  and obeys the symmetry
relations (4.20) and (4.22);

● the scattering matrix becomes block-diagonal (Eq. (4.7)), depends only on the
scattering angle, and possesses almost the same structure as the Lorenz–Mie
scattering matrix (4.49).

However, the remaining key point is that the Lorenz–Mie identities )()( 1122 ΘΘ FF ≡
and  )()( 3344 ΘΘ FF ≡  do not hold, in general, for nonspherical particles.  This differ-
ence makes measurements of the linear backscattering depolarization ratio =Lδ

)]()([)]()([ 22112211 ππππ FFFF +−  and the closely related circular backscattering
depolarization ratio Cδ  the most reliable indicators of particle nonsphericity (Sections
10.2 and 10.11).  Besides this qualitative distinction, which unequivocally distin-
guishes randomly oriented nonspherical particles from spheres, there can be signifi-
cant quantitative differences in specific scattering patterns.  They will be discussed in
detail in the following chapters.

4.10 Normalized scattering and phase matrices

It is convenient and customary in many types of applications to use the so-called
normalized scattering matrix

,
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FFF  (4.51)

the elements of which are dimensionless.  Similarly, the normalized phase matrix can
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be defined as

),;,(4 ),;,(
~ incincscasca

sca

incincscasca ϕϑϕϑπϕϑϕϑ ZZ
C

=

.),;,(4 incincscasca

sca
��

��
= ϕϑϕϑπ Z

C
 (4.52)

The (1,1) element of the normalized scattering matrix, ),(1 Θa  is traditionally called
the phase function and, as follows from Eqs. (4.40) and (4.51), satisfies the normali-
zation condition:

.1)( sin d
2
1

1

  

0  
=ΘΘΘ

π

a  (4.53)

Remember that we have already used the term “phase function” to name the quantity
p defined by Eq. (2.167).  It can be easily seen from Eqs. (2.166), (2.167), (4.1), and
(4.51) that the differential scattering cross section Ωdd scaC  reduces to ,11��F  and so
p reduces to ,1a  when unpolarized incident light propagates along the positive z-axis
and is scattered in the xz-plane with .0≥x   Equations (4.41) and (4.51) yield

.cos)(sind
2
1cos 1

  

0  
ΘΘΘΘΘ

π

a=��    (4.54)

The normalized scattering matrix possesses many properties of the regular scattering
matrix, e.g.,

,01 ≥a  (4.55)

,2 ,1     ,||         ,4 ,3 ,2     ,|| 11 =≤=≤ iabiaa ii  (4.56)
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43 baabaa −+≤++  (4.57)

,|| 2143 aaaa −≤−  (4.58)

,|| 1112 baba −≤−  (4.59)

,|| 1112 baba +≤+  (4.60)
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.0)(        ),(2)()( 2214 ≥−= ππππ aaaa  (4.63)
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Also,

)0()0(0       ,)0()0(2)0( 12124 aaaaa ≤≤−=  (4.64)

for rotationally symmetric particles and
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)()(      ),0()0( 1313 ππ aaaa −==  (4.66)

for spherically symmetric particles. Similarly, for πϕϕ <−< incsca0  the normalized
phase matrix is given by
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(cf. Eq. (4.14)) and has the same symmetry properties as the regular phase matrix:

,),;,(~ ),;,(~
34

incincscasca
34

scaincincsca ∆Z∆Z ϕϑϕϑϕϑϕϑ =    (4.68)

,),;,(~ ),;,(~
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34

incincscasca ∆Z∆Z ϕϑϕϑϕϑπϕϑπ =−−     (4.69)

.)],;,(~[ ),;,(~
3

Tincincscasca
3

scascaincinc ∆Z∆Z ϕϑϕϑπϕϑππϕϑπ =+−+−   (4.70)

An important difference between the regular and normalized matrices is that the
latter do not possess the property of additivity.  Consider, for example, a small vol-
ume element containing 1N  particles of type 1 and 2N  particles of type 2.  The total
phase and scattering matrices of the volume element are obtained by adding the phase
and scattering matrices of all particles,

,2211 ��+��= ZZZ NN   (4.71)

,2211 ��+��= FFF NN  (4.72)

whereas the respective normalized matrices are given by more complicated relations,
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22sca211sca1
~~~

CNCN
CNCN FFF  (4.74)
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(see Eqs. (4.51) and (4.52)).

4.11 Expansion in generalized spherical functions

A traditional way of specifying the elements of the normalized scattering matrix is to
tabulate their numerical values at a representative grid of scattering angles (Deir-
mendjian 1969). However, a more mathematically appealing and efficient way is to
expand the scattering matrix elements in so-called generalized spherical functions

)(cosΘs
mnP  or, equivalently, in Wigner functions )(cosi)( ΘΘ s

mn
mns

mn Pd −=  (Siewert
1981; de Haan et al. 1987):
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The number of non-zero terms in the expansions (4.75)–(4.80) is in principle infinite.
In practice, however, the expansions are truncated at ,maxss =  maxs  being chosen
such that the corresponding finite sums differ from the respective scattering matrix
elements on the entire interval ],0[ πΘ ∈  of scattering angles within the desired nu-
merical accuracy.

The properties of the generalized spherical functions and the Wigner d-functions
are summarized in Appendix B.  For given m and n, either type of function with

|),||,max(| nms ≥  when multiplied by ,2
1+s  forms a complete orthonormal set of

functions of ]1,1[cos +−∈Θ  (see Eqs. (B.17) and (B.33)).  Therefore, using the or-
thogonality relation (B.17), we obtain from Eqs. (4.75)–(4.80)
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ss das +=  (4.81)
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(cf. Eq. (B.21)).  These formulas suggest a simple, albeit not always the most elegant
and efficient, way to compute the expansion coefficients by evaluating the integrals
numerically using a suitable quadrature formula (de Rooij and van der Stap 1984).  Of
course, this procedure assumes the knowledge of the scattering matrix elements at the
quadrature division points. The expansions (4.75)–(4.80) converge (in the sense of
Eqs. (B.34)–(B.37) or Eqs. (B.18)–(B.21)) to the respective elements of the normal-
ized scattering matrix if these elements are square integrable on the interval

].,0[ πΘ ∈   In view of the general inequality (4.56), it is sufficient to require that the
phase function )(1 Θa  be square integrable to ensure such convergence.

Because the Wigner d-functions possess well-known and convenient mathematical
properties and can be efficiently computed by using a simple and numerically stable
recurrence relation, expansions (4.75)–(4.80) offer several practical advantages.  First,
we note that according to Eqs. (B.6)–(B.7),

0)0()0( 022,2 ==−
ss dd  (4.87)

and

.0)()( 0222 == ππ ss dd  (4.88)

Therefore, Eqs. (4.76), (4.77), (4.79), and (4.80) reproduce identically the specific
structure of the normalized scattering matrix for the exact forward and backward di-
rections, Eqs. (4.61) and (4.62) (cf. Domke 1974).  Second, when the expansion coef-
ficients appearing in these expansions are known, then the elements of the normalized
scattering matrix can be calculated easily for practically any number of scattering angles
and with a minimal expenditure of computer time.  Thus, instead of tabulating the ele-
ments of the scattering matrix for a large number of scattering angles (cf. Deirmendjian
1969) and resorting to interpolation in order to find the scattering matrix at intermediate
points, one can provide a complete and accurate specification of the scattering matrix by
tabulating a limited (and usually small) number of numerically significant expansion
coefficients.  This also explains why the expansion coefficients are especially convenient
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in ensemble averaging: instead of computing ensemble-averaged scattering matrix ele-
ments, one can average a (much) smaller number of expansion coefficients.

An additional advantage of expanding the scattering matrix elements in generalized
spherical functions is that the latter obey an addition theorem and thereby provide an
elegant analytical way of calculating the coefficients in a Fourier decomposition of the
normalized phase matrix (Kuščer and Ribarič 1959; Domke 1974; de Haan et al.
1987).  This Fourier decomposition is then used to handle the azimuthal dependence of
the solution of the vector radiative transfer equation efficiently.  Another important ad-
vantage offered by expansions (4.75)–(4.80) is that the expansion coefficients for certain
types of nonspherical particle can be calculated analytically without computing the scat-
tering matrix itself (Section 5.5).

The expansion coefficients obey the general inequalities

,4 ,3 ,2 ,1     ,12|| =+≤ jss
jα  (4.89)

.2 ,1     ,2)12(|| =+< jss
jβ  (4.90)

These and other useful inequalities were derived by van der Mee and Hovenier
(1990). Since, for each s, )(00 Θsd  is a Legendre polynomial ),(cosΘsP  Eq. (4.75) is
also the well-known expansion of the phase function in Legendre polynomials
(Chandrasekhar 1960; Sobolev 1974; van de Hulst 1980).  Equation (B.12) gives

.1)(0
00 ≡Θd   Therefore, Eq. (4.81) and the normalization condition (4.53) yield the

identity

.1 0
1 ≡α  (4.91)

Similarly, the average asymmetry parameter, Eq. (4.54), can be expressed as

.
3

cos
1
1αΘ =��  (4.92)

4.12 Circular-polarization representation

Equations (4.75)–(4.80) become more compact and their origin becomes more trans-
parent if one uses the circular-polarization representation of the Stokes vector (Kuščer
and Ribarič 1959; Domke 1974; Hovenier and van der Mee 1983).  We begin by de-
fining the circular components of a transverse electromagnetic wave as

, 
�
�
�

�

�
�
�

�
=�

�

�
�
�

�

−

+

ϕ

ϑ

E
E

E
E

q  (4.93)
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Using Eqs. (2.30) and (4.94), we find that the corresponding circular-polarization
amplitude scattering matrix C is expressed in terms of the regular amplitude scatter-
ing matrix as
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where the arguments )ˆ,ˆ( incsca nn  are omitted for brevity and
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The usefulness of the circular electric vector components becomes clear from the
simple formulas
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which follow, after some algebra, from
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and Eqs. (1.54) and (1.60). It is easy to verify using the first equality of Eq. (4.95) and
(4.96) that the circular-polarization phase matrix is given by
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Alternatively, it can be found from Eq. (2.123).
Consider now scattering by a macroscopically isotropic and mirror-symmetric

medium. The normalized scattering and phase matrices in the circular-polarization
representation are defined by analogy with the matrices F~  and :

~Z

,)0,0;0,(4 )(~ incincscascaCP
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CP �====�
��

= ϕϑϕΘϑπΘ ZF
C

 (4.98)
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,),;,(4 ),;,(
~ incincscascaCP
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 (4.99)

where �� ),;,( incincscascaCP ϕϑϕϑZ  is the average circular-polarization phase matrix
per particle. From Eqs. (2.123), (4.51), (1.62), and (1.66) we have
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Obviously, this matrix has several symmetry properties:
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An elegant and compact way to expand the elements CP~
pqF  is to use generalized

spherical functions :s
pqP
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which indicates the rationale for the specific choice of values for the p, q indices for
the circular-polarization phase matrix and the corresponding Stokes vector component
subscripts (Eq. (4.96)).  Another justification for this choice of expansion functions
comes from the consideration of certain properties of the rotation group (Domke
1974).  The expression for the expansion coefficients s

pqg  follows from Eqs. (4.104)

and (B.37):
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Note that for )(cosΘs
pqP  no distinction is made between 0, =qp  and .0 , −=qp  For

the values of p and q used here, all functions )(cosΘs
pqP  are real-valued (see Eq.

(B.30)).  Using Eqs. (4.101)–(4.103), (4.105), and (B.31), we derive the following
symmetry relations:
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pp gg −      (4.107)

.)( 0,220
∗

−= ss gg      (4.108)

Finally, inserting Eq. (4.104) into Eq. (4.100) yields expansions (4.75)–(4.80) with
expansion coefficients
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By analogy with Eq. (4.14) and using Eqs. (1.101) and (4.100), we find for <0
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where we have omitted the argument Θ  in the a’s and b’s.  Applying Eq. (2.123) to
Eqs. (4.68)–(4.70) we derive, after some algebra, the supplementary symmetry rela-
tions
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4.13 Radiative transfer equation

For macroscopically isotropic and mirror-symmetric media, the radiative transfer
equation can be significantly simplified:
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where

sCn d),()(),(d ext0 ��= ωωτ rrr      (4.121)

is the optical pathlength element (cf. Eqs. (3.33), (4.32), (4.44), (4.45), (4.48), and
(4.52)).  By writing the normalized phase matrix in the form ),;,,;(

~ ωϕϕϑϑ ′−′rZ  we
explicitly indicate that it depends on the difference of the azimuthal angles of the scat-
tering and incident directions rather than on their specific values (Section 4.3).  This im-
portant property enables an efficient analytical treatment of the azimuthal dependence of
the multiply scattered light, using a Fourier decomposition of the radiative transfer equa-
tion (Kuščer and Ribarič 1959; Domke 1974; de Haan et al. 1987).  Numerical meth-
ods for solving Eq. (4.120) for the plane-parallel geometry are reviewed by Hansen and
Travis (1974).

Equation (4.120) can be further simplified by neglecting polarization and so replacing
the specific intensity vector by its first element (i.e., the radiance) and the normalized
phase matrix by its (1, 1) element (i.e., the phase function):
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where

)cos(sin sincos coscos ϕϕϑϑϑϑΘ ′−′+′=      (4.123)

(see Eqs. (2.184), (4.17), and (4.67)).  Although ignoring the vector nature of light and
replacing the exact vector radiative transfer equation by its approximate scalar counter-
part has no rigorous physical justification, this simplification is widely used when the
medium is illuminated by unpolarized light and only the intensity of multiply scattered
light needs to be computed.  The scalar approximation gives poor accuracy when the size
of the scattering particles is much smaller than the wavelength (Chandrasekhar 1960;
Mishchenko et al. 1994), but provides acceptable results for particles comparable to and
larger than the wavelength (Hansen 1971).  Analytical and numerical solutions of the
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scalar radiative transfer equation are discussed by Sobolev (1974), van de Hulst (1980),
Lenoble (1985), Yanovitskij (1997), and Thomas and Stamnes (1999).




